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Abstract—Low-Density-Parity-Check (LDPC) codes are a 

cornerstone for achieving robust error correction capabilities 

in 5G New Radio applications, significantly improving the 

reliability of data transmission across noisy and 

unpredictable wireless channels. Since an evaluation and 

discussion of the performance with channel coding is 

significantly absent in two-dimensional Index Modulation 

(IM)-Differential Chaos Shift Keying (DCSK) schemes. 

Therefore, in this study, the 5G new radio LDPC codes based 

generalized joint subcarrier-time index modulation DCSK 

system (5G NR-LDPC-GJSTIM-DCSK) is proposed, where 

5G NR-LDPC codes are used as channel coding. The aim is 

to improve the system’s performance specifically across 

AWGN (additive white gaussian noise) and multipath 

Rayleigh fading channels, when contrasted with the uncoded 

GJSTIM-DCSK. In the suggested system, the detected index 

bits at the receiver are transformed into soft bits and 

combined with the soft demodulated bits before the decoding 

process. The results show that the highest coding 

improvements are 11.6 dB for AWGN channels and 22.2 dB 

for Rayleigh fading channels, using a code rate of 1/5, a 

codeword length of 7648, and a spreading factor of 256.  

Additionally, the performance of the 5G NR-LDPC-

GJSTIM-DCSK system surpasses the 5G NR-LDPC-GSIM-

DCSK-II’s performance and is nearly equivalent to the 5G 

NR-LDPC-GFTIM-DCSK-II’s performance at high SNR 

(Signal to Noise Ratio). 

Index Terms—5G new radio Low-Density-Parity-Check 

(LDPC), differential chaos shift keying, joint subcarrier-time 

index modulation, multipath Rayleigh fading channel 

I. INTRODUCTION 

The non-coherent Differential Chaos Shift Keying 

(DCSK) scheme [1], which utilizes chaotic signals for 

spread spectrum transmission, is among the most 

extensively studied digital communication schemes. They 

have garnered significant research interest due to their 

inherent advantage of eliminating the requirement for a 

synchronized chaotic signal replica at the receiver. 

Generating such a replica can be a complex task, 

particularly in high-noise environments.  

Consequently, numerous studies have been presented, 

aiming to address the inherent limitations of DCSK, 

primarily its low data rate and poor spectral efficiency [2, 

3].  

M-ary implementations of DCSK and CS-DCSK (code 

shift-DCSK) were presented [4, 5]. These works integrated 

various novel approaches aimed at improving both the data 

throughput and energy efficiency of these systems. 

Additionally, Lu, Mohammed et al. [6, 7] explored 

innovative techniques to enhance DCSK system 

performance regarding Bit Error Rate (BER) and noise 

reduction. For instance, Lu et al. [6] employed reference 

diversity, transmitting multiple copies of the reference 

signal to mitigate channel noise interference. Concurrently, 

the work in [7] leveraged the security benefits of frequency 

hopping in conjunction with New Radio (NR)-DCSK’s 

noise mitigation features. 

Following the development of Index Modulation (IM), 

several studies have explored its integration with DCSK 

modulation, as demonstrated in [8] and [9]. These works 

presented techniques that utilize the index of one 

transmitter resource (carrier index) in various ways to 

convey additional bits. This approach effectively expands 

the information rate, energy efficiency, and spectrum 

efficiency of these systems without increasing bandwidth 

or energy consumption. 

Two-dimensional index modulation (involving 

subcarriers and time slots, or distinct permutations) was 

combined with DCSK modulation through different 

approaches to further enhance transmitted information rate, 

spectral efficiency, and energy efficiency [10–13]. 

A Generalized Joint Subcarrier-Time Index Modulation 

(GJSTIM) based on DCSK was proposed. In this system, 

extra bits were sent using the indices of subcarriers and 

time slots, picking them out using a method called 

combinatorial mapping [14]. Additionally, this approach 

used a clever grouping technique, splitting all subcarriers 

into ‘G’ groups. Each group then sent out its index bits and 

DCSK-modulated bits, with those modulated bits going 

across all the active subcarrier time slots and even through 

unselected time slots in idle subcarriers. This entire setup 

enhanced the data rate compared to earlier two-

dimensional index modulation DCSK systems [10–13], 

and improved spectral and energy efficiency. Furthermore, 

by incorporating some noise reduction techniques and a 

Hilbert transform, the system managed to boost BER 

performance compared to other DCSK index modulation 

systems. 
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Recently, DCSK systems employing several 

dimensions of index modulation (three, four, and five 

dimensions) were developed in [15–17] to significantly 

enhance data rate and spectral efficiency. Specifically, 

Hasan and Valenzuela [15] employed subcarrier, time, and 

reference indices to enhance the data rate. In contrast, 

Zhang et al. [16] utilized the indices of four-dimensional 

index modulation (subcarrier, time, Walsh code, and 

sorting indices) to transmit additional bits, hence attaining 

favorable spectral efficiency. Moreover, Hasan [17] 

expanded the variety of resource types utilized in index 

modulation to five indices (subcarrier, time, Walsh code, 

reference permutation, and Walsh code permutation) to 

develop an ultra-high transmission rate system. Despite 

these developments in data rate, there was a concomitant 

increase in system complexity. 

Consequently, ensuring high reliability and lower 

power consumption significantly influences the efficacy of 

wireless communication systems; therefore, numerous 

researchers incorporate channel coding, such as Low-

Density Parity Check (LDPC) codes, into DCSK systems 

to enhance reliability and mitigate the BER of transmitted 

data. 

In this context, for transmission systems seeking a 

favorable compromise between power consumption and 

spectral efficiency, coded modulation provides an 

effective solution. It facilitates significant coding 

advantages without incurring bandwidth overhead. 

To achieve superior DCSK performance approaching its 

theoretical capacity, Coded Modulation (CM) was 

employed in [18]. This work investigated the integration 

of two novel non-binary protograph-LDPC codes with M-

ary-DCSK modulation, utilizing an Extrinsic Information 

Transfer (EXIT) method. The performance was evaluated 

across a Rayleigh fading channel. Notably, the CM-DCSK 

approach simplifies receiver design compared to DC-

BICM (differentially chaos bit-interleaved coded 

modulation) by eliminating the need for iterative 

processing connecting the non-coherent receiver and the 

channel decoder. 

Subsequently, the performance of both uncoded and 

coded DCSK systems in Additive White Gaussian Noise 

(AWGN) environments was investigated in [19], utilizing 

four distinct types of LDPC decoders. Simulation results 

demonstrated a performance improvement of 1.3 to 4.6 dB, 

with the log-domain decoder showing superior 

performance compared to the other three decoders. 

Mosleh, Hasan, and Abdulhameed [20] implemented an 

LDPC-coded DCSK system using a Xilinx Kintex-7 

FPGA development kit. Their investigation focused on 

characterizing the hardware efficiency and resource 

utilization characteristics of this system, specifically 

examining the impact of the min-sum decoding algorithm 

over an AWGN channel. 

Further expanding on coding techniques, Xu et al. [21] 

investigated a protograph-LDPC coded DC-BICM system 

within the context of Underwater Acoustic (UWA) 

communication. This work also presented a novel short-

length protograph-LDPC code methodology for DC-

BICM that incorporated the DC-BICM system, an 

Underwater Acoustic (UWA) channel model, and a 

differential evolution search algorithm to optimize the 

code. Through simulations, the protograph-LDPC code 

proposed in [21] demonstrated superior performance over 

conventional codes regarding both error correction ability 

and rapid convergence. Moreover, evaluations of 

underwater image transmission also indicated that this 

code achieved superior image quality, as evidenced by 

higher PSNR values. 

An enhanced decoder architecture was presented for the 

M-ary-protograph coded DCSK, which utilized a unique 

Initial Chaotic Signal Estimation (ICSE) method [22]. This 

development was crucial because the conventional M-ary 

DCSK decoder inadequately exploited the data embedded 

in redundant chaotic sequences. In the system proposed in 

[22], data from each redundant chaotic sequence was 

employed to ascertain the original chaotic sequence, 

thereby yielding a precise Log-Likelihood-Ratio (LLR) 

and enhancing error performance. Furthermore, a unique 

protograph code was developed to enhance system 

performance utilizing the Protograph Extrinsic 

Information Transfer (P-EXIT) technique. 

Taking these advancements further, a team in [23] 

introduced a Coded Grouping Subcarrier-Index 

Modulation-Differential Chaos Shift Keying (CGSIM-

DCSK) system employing suite-coded modulation to 

boost BER performance across a multipath fading channel. 

This system involved converting the detected subcarrier 

index bits at the receiver into a bipolar format prior to the 

channel decoding process, while incorporating the soft-

modulated bits. Their method integrated two types of 

channel coding with both GSIM-DCSK schemes: LDPC 

code and 5G NR-Polar code. Simulation results 

demonstrated that the LDPC code exhibited marginally 

superior performance compared to the 5G NR-polar code 

when tested on a multipath Rayleigh fading channel. 

Previous studies haven’t explored combining two-

dimensional IM-aided DCSK with 5G  NR-LDPC codes, 

even though each has been individually successful in 

DCSK systems. This research investigates the potential 

benefits of integrating these coding techniques within 

GJSTIM-DCSK modulation to enhance overall 

performance. Specifically, we examine how these robust 

error correction methods, paired with two-dimensional 

index modulation, can enhance the efficiency and 

reliability of Telecommunication systems. 

Herein, we present our suggested 5G NR-LDPC-

GJSTIM-DCSK system. It attains exceptional 

performance chiefly by synergistically integrating the 

robust error-correction capabilities of 5G NR-LDPC codes 

with the improved spectrum and energy efficiency 

provided by generalized joint subcarrier-time index 

modulation. This utilizes the inherent robustness of 

differential chaos shift keying. Specifically, the 

incorporation of 5G NR-LDPC codes guarantees near-

capacity error performance, which is essential for current 

wireless standards. Furthermore, GJSTIM-DCSK 
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significantly enhances spectrum efficiency by transmitting 

information not only by conventional symbol modulation 

but also through the smart selection of active subcarrier-

time indices, resulting in increased data throughput. 

DCSK’s non-coherent reception inherently offers robust 

resilience against multipath fading and channel estimation 

problems commonly experienced in practical situations. 

This integrated method enables our system to concurrently 

attain elevated data speeds, improved bit error rate 

performance, and enhanced resilience against channel 

impairments in comparison to previous standalone or less 

optimized IM-DCSK methods. 

The main contribution of this study is outlined below: 

1) The 5G  NR-LDPC code is integrated into the GJSTIM-

DCSK modulation to enhance the BER performance 

under both multipath Rayleigh fading and AWGN 

channel conditions. Additionally, the 5G  NR-LDPC 

code is also integrated with other index modulation 

systems based on DCSK, such as GSIM-DCSK-II [8] 

and GFTIM-DCSK-II [12], and their performance is 

evaluated against the proposed system’s across both 

Rayleigh fading and AWGN channel environments. 

2) The performance of 5G NR-LDPC-GJSTIM-DCSK is 

analyzed for various parameters such as codeword 

length, spreading factor, and code rate. Furthermore, 

the computational complexity of the suggested coded 

system is calculated and contrasted with the 

complexity of the uncoded GJSTIM-DCSK for various 

codeword lengths. 

The subsequent sections of this article are organized as 

presented below: Section II briefly reviews the structure of 

the 5G NR-LDPC code. The encoding and decoding 

techniques employed are overviewed in Section III. The 

system model is outlined in Section IV. Section V then 

showcases and analyzes the Simulation findings. Section 

VI includes complexity calculations. This work concludes 

in Section VII. 

II. NR-LDPC CODE’S STRUCTURE 

LDPC codes fall under the category of linear-block 

codes, implying that a codeword 𝐜 = [𝑐1 𝑐2  𝑐𝑁]  of 

length N bits is derived from the K-bit information vector 

𝐝 = [𝑑1𝑑2 ⋯ 𝑑𝐾] , this code characterized by its Parity 

check matrix H with sparse properties, that mean the 

number of ones in the H more less than (MN), with M 

standing for the count of parity checks, is equal to N−K,  

and the code rate R is equal to N/K.  

LDPC codes are categorized as a regular and an 

irregular code according to whether the weight of rows and 

columns in the H matrix is consistent or inconsistent [24]. 
Furthermore, a Tanner graph, which defines the H 

matrix, features two types of nodes: BN (Bit nodes) 
represent the bits in the codeword, equaling N, the number 
of columns in the H matrix. And the check nodes (CN) 
represent parity checks, whose quantity is M, equivalent to 
the row count of the H matrix. In the tanner graph, the BNj 

is connected to the CNi by edge denoted by 𝑒𝑗𝑖 , if the 

corresponding element ℎ𝑖𝑗of H matrix is equal to one. 

An example of H matrix for an irregular LDPC code, 

and its associated Tanner graph, are shown in Fig. 1. 

 
Fig. 1. Example H matrix and tanner graph for an irregular LDPC code. 

In 5G NR-LDPC codes, the H matrix originates from 

the expansion of two base graphs, BG1 and BG2, using 

right-shift permutation matrices. In this process, each 

element in the base graph with shift coefficient Vij is 

mapped to 𝐈𝑧
𝑃𝑖𝑗

, where 𝐈𝑧
𝑃𝑖𝑗

 refers to identity matrix shifted 

to the right by 𝑃𝑖𝑗  times with dimensions of ZZ and Z is 

an expansion factor, 0 ≤ 𝑃𝑖𝑗 ≤ 𝑍 , where 𝑃𝑖𝑗 =

mod(𝑉𝑖𝑗 , 𝑍), except the case of 𝑉𝑖𝑗 = −1, the Pij will be (−

1). That mean the element with zero shift transform to 

identity matrix 𝐈𝑧 and the elements with Pij shift transform 

to 𝐈𝑧
𝑃𝑖𝑗

, while other element with −1 shift transformed to 

zero matrix 𝟎𝑧×𝑧, all sift coefficients for BG1 and BG2 are 

mentioned in 3rd Generation Partnership Project [25].  

For instance, BG1 is designed for transmitting long 

messages and operating at a higher code rate, while BG2 

is utilized for short messages and a lower code rate. Their 

dimensions reflect these distinct purposes: BG1 has 

dimensions of 46×68, whereas BG2 is characterized by 

dimensions of 42×52.  The expansion factor of 5G NR-

LDPC codes can be determined as mention in [25] 

according to  

𝑍 = 𝜕2𝐽                                  (1) 

where 𝐽 is the exponent integer, and 𝐽 ∈ {0, 1, 2, , 𝐽𝜕} and 

the value of 𝐽𝜕  selects corresponding to 𝜕 ’s value as a 

Table I. 

TABLE I: SELECTING THE INDEX 𝐽𝜕 AND Z SETS CORRESPONDING TO THE 

PARAMETER ∂ 

𝝏 𝑱𝝏 𝑱 Expansion factor 𝒁 = 𝝏 𝟐𝑱 sets 

2 7 {0,1,2,3,4,5,6,7} {2,4,8,16,32,64,128,256} 

3 7 {0,1,2,3,4,5,6,7} {3,6,12,24,48,96,192,384} 

5 6 {0,1,2,3,4,5,6} {5,10,20,40,80,160,320} 

7 5 {0,1,2,3,4,5} {7,14,28,56,112,224} 

9 5 {0,1,2,3,4,5} {9,18,36,72,144,288} 

11 5 {0,1,2,3,4,5} {11,22,44,88,176,352} 

13 4 {0,1,2,3,4} {13,26,52,104,208} 

15 4 {0,1,2,3,4} {15,30,60,120,240} 

 

Therefore, several expansion factors exist based on the 

set of 𝐽 with maximum value of Z =384. After expansion 

the length of the codeword becomes N=68Z for BG1 and 

N=52Z for BG2. Whereas K=kbZ, where kb refers to 

number of bits assigned to information message in BG. 

This value is determined by the BG number, for BG1 

kb=22 while for BG2, kb is set to 10 if K>640, its 9 for 

560<K≤640; 8 if 192<K≤560, and 6 otherwise. 

Through the application of shortening and puncturing, 

5G NR-LDPC codes achieve adaptability in their code rate 

and block length, shortening involves adding zeros to the 



information bits only, whereas puncturing affects both 
information and parity bits within the codeword. 

III. 5G NR-LDPC ENCODING AND DECODING

ALGORITHM 

A. Encoding Algorithm

The encoder algorithm that is used in this paper is
proposed in [26]. The goal of encoding process involves 
calculating the parity bits from the message bits and the 𝐇 
matrix, where 𝐇 ∈ 𝔹ெ×ே by solving the checksum 
equation. 

𝐇𝐜் = 0  (2) 

where 𝐜 is the codeword sequences of length N bit  and 
represented by 𝐜 = [𝐝𝐏்], 𝐝 = ൣ𝑑ଵ 𝑑ଶ  𝑑௞್

൧refers to the
information vector of length kb, as each element of 
𝐝 constitutes a vector with a length of Z bits, and 𝐏 =
[𝑝ଵ 𝑝ଶ 𝑝ெ]் refers to parity vector of length M bits. As 
presented in Fig. 2, the columns of the H matrix are 
classified into three class: information, core parities and 
extension parities. The rows, conversely, are categorized 
into core checks and extension checks. Furthermore, the H 
matrix is composed entirely of five submatrices:: A, B, 0, 
C and I [23].Where A∈ 𝔹ସ୞×୏ , B∈ 𝔹ସ௓×ସ௓ , 0 is zero 
matrix with dimensions equal to 4Z(M4Z), 𝐂 =
[𝐂ଵ, 𝐂ଶ] ∈ 𝔹(ெିସ௓)×(௄ାସ௓) , 𝐂ଵ ∈ 𝔹(ெିସ௓)×௄ ,  𝐂ଶ ∈

𝔹(ெିସ௓)×ସ௓ , and 𝐈 is identity matrix with dimensions of 
(M4Z)(M4Z). 

Fig. 2. Structure of the parity check matrix in NR-LDPC codes. 

Furthermore, parity bits vector P divided  into two parts: 
the first 4Z which represent the core parity bits denoted 
as 𝐩௖ = [𝐩௖ଵ 𝐩௖ଶ 𝐩௖ଷ 𝐩௖ସ]் , where 𝐩௖ ∈ 𝔹ସ௓×ଵ  and each 
element of 𝐩௖ has dimensional of 𝑍 × 1, while the second 
part represents the extension parity bits denoted as 𝐩௘ =

[𝑝௘ଵ 𝑝௘(ெିସ௓)]் , where 𝐩௘ ∈ 𝔹(ெିସ௓)×ଵ . Thus, the 
codeword can be represented as 𝐜 = [𝐝 𝐩௖

் 𝐩௘
்], where 𝐝 ∈

𝔹ଵ×௄. The encoding of LDPC codes is performed using (2), 
which can be expressed as 

൤
𝐀 𝐁 𝟎
𝐂𝟏 𝐂𝟐 𝐈

൨ ൥
𝐝்

𝐩௖

𝐩௘

൩ = 𝟎  (3) 

Subsequently, (3) splits into two matrix equations as 

𝐀𝐝் + 𝐁𝐩௖ + 𝟎𝐩௘ = 𝟎  (4) 

𝐂ଵ𝐝் + 𝐂ଶ𝐩௖ + 𝐈𝐩௘ = 𝟎  (5) 

First 4Z core parity bits can be calculated through (4), 
utilizing the double diagonal sub matrix B and A sub-
matrix, where 

𝐀 = [𝐚ଵ 𝐚ଶ 𝐚ଷ 𝐚ସ]்  and 𝐚௜ ∈ 𝔹௓×௄ 

𝑩 =

⎣
⎢
⎢
⎢
⎡𝐈௓

(௫) 𝐈௓ 𝟎௓ 𝟎௓

𝟎௓ 𝐈௓ 𝐈௓ 𝟎௓

𝐈௓
(௬)

𝐈௓
(௫)

𝟎𝐙

𝟎௓

𝐈௓

𝟎௓

𝐈௓

𝐈௓⎦
⎥
⎥
⎥
⎤

 

where (. )(ణ) is right circular shift by 𝜗  times, and 𝜗 
represent the shift value corresponding to row and column 
index of the selected base graph [25]. Equation (4) can be 
expressed as 

቎

𝐚ଵ
𝐚ଶ
𝐚ଷ

𝐚ସ

቏ 𝐝் +

⎣
⎢
⎢
⎢
⎡𝐈௓

(௫) 𝐈௓ 𝟎௓ 𝟎௓

𝟎௓ 𝐈௓ 𝐈௓ 𝟎௓

𝐈௓
(௬)

𝐈௓
(௫)

𝟎௓

𝟎௓

𝐈௓

𝟎௓

𝐈௓

𝐈௓⎦
⎥
⎥
⎥
⎤

቎

𝐩௖ଵ
𝐩௖ଶ
𝐩௖ଷ

𝐩௖ସ

቏ = 𝟎  (6) 

Therefore, four simulated matrix equations produced 
from the rows of the above equation, by adding these four 
equations, the parity 𝐩௖ଶ, 𝐩௖ଷ, 𝐩௖ସ  are removed, and the 
𝐩௖ଵ can be calculated as 

𝐀𝐝் + 𝐩௖ଵ
(𝒚)

= 0  (7) 

Since, 𝐈௓
(௬)

𝐩௖ଵ = 𝐩௖ଵ
(௬) , the first parity node can be 

obtained as 

𝐩௖ଵ = (𝐀𝐝்)(௓ି௬)  (8) 

Subsequently, the remaining core parity check can be 
obtained through using (first, second and third) rows 
simulated equations from (6) and through substituting  𝐩௖ଵ 
as follows: 

𝐩௖ଶ = 𝐚ଵ𝐝் + 𝐈௓
(௫)

𝐩௖ଵ  (9) 

𝐩௖ଷ = 𝐚ଶ𝐝் + 𝐩௖ଶ  (10) 

𝐩௖ସ = 𝐚ଷ𝐝் + 𝐈௓
(௬)

𝐩௖ଵ + 𝐩௖ଷ  (11) 

After that, the extension parity bits 𝐩௘  can be easily 
obtained by substituting core parity bits 𝐩௖  in (5) as  

𝐩௘ = 𝐂ଵ𝐝் + 𝐂ଶ𝐩௖                            (12) 

By implementing this LDPC encoding technique, 
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matrix multiplication is replaced with a simpler process of 
circularly shifting corresponding bit sequences as example 
below: 

𝐈௓
(ణ)[𝑢଴, 𝑢ଵ, , 𝑢௓ିଵ]் = [𝑢ణ , 𝑢ణାଵ, , 𝑢௓ିଵ, 𝑢଴, 𝑢ଵ, 𝑢ణିଵ]  (13) 

Also, utilizing the sparsity properties, we can ignore 
those 𝑃௜௝ = −1.  

Therefore, instead work on the parity check matrix or its 
exponent matrix, we can directly work on the reduced shift 
coefficient tables [25], where the entries equal to 1 are 
ignored, for BG1 there are 316 circular shifts involved and 
for BG2 only 197 shifts. 

B. Decoding Algorithm 

For our system model, the layered improved offset min-
sum decoding algorithm is used [27, 28], the LDPC 
decoder is used as SISO decoder, and the message 
propagated through the decoder is the LLR (log likelihood 
ratio) of each bit node. The initial channel LLR for each 
bit in the received vector 𝒚 = ൣ𝑦ଵ 𝑦ଶ 𝑦௝ 𝑦ே൧ , can be 
calculated as: 

LLR(𝑗) = log
௣൫௖ೕୀ଴/௬ೕ൯

௣൫௖ೕୀଵ/௬ೕ൯
,                 (14) 

where 𝑐௝ is the jth bit of transmitted sequence and 𝑦௝ is jth 
bit of received sequence. For AWGN channel the value of 
its LLR will be LLR(𝑗) = (2 𝜎ଶ⁄ )𝑦௝ , where 𝜎ଶ = 𝑁଴ 2⁄  
refers to variance of received bits as Gaussian random 
variable. In the decoder, the message propagates iteratively 
between the BNs and CNs for the sparsity matrix H, which 
are defined in Section II in Fig. 1.  

Moreover, this decoder employs the LLR of the 
complete received vector along with data from the 
previously decoded bit to predict the upcoming bits. A 
given check node CNi connects to a group of bit nodes 
represented by ∀௜ , while a collection of check nodes 
connected to specific BNj are presented by 𝛬௝ , these 
connections depend on the non-zero entries of the H matrix, 
where ℎ௜,௝ = 1. Also, the message passing from BNj to 
CNi denoted as 𝐵௝→௜, where 𝐶௜→௝ refers to message passing 
from CNi to BNj. 

For the 5G NR-LDPC layered decoding, each row in the 
BG1 or BG2 is considered a layer, which corresponds to Z 
rows in H matrix. Therefore, BG1 and BG2 comprise 46 
and 42 layers, respectively [29]. The offset min-sum (OMS) 
decoding algorithm is applied to all layers in each iteration. 
The updated LLRs of each bit node in all CNs of the 
previous layer is used as input LLRs for the next layer. The 
channel LLRs from (14) are used to initialize the bit node 
LLRs for the first layer in the initial decoding iteration, as 
below: 

𝐵௝ = LLR(𝑗)                                 (15) 

and 𝐶௜→௝ = 0, 𝐵௝→௜ = 0 as initialization. 
The following process repeated for each layer and for 

each BN௝  subsequently: 

𝐵௝→௜ = 𝐵௝ − 𝐶௜→௝,୓୑ୗ                          (16) 

𝐶௜→௝ = ∏ sgn(𝐵௠→௜)௠∈∀೔∖௝ × min௠∈∀೔∖௝(|𝐵௠→௜|)  (17) 

The message passing from check nodes to connected  bit 
nodes with an offset value 𝑞 is described as: 

𝐶௜→௝,୓୑ୗ = max൫ห𝐶௜→௝ห − 𝑞, 0൯                      (18) 

where 0 < 𝑞 < 1, In this paper, the value of  𝑞 is selected 
to be 0.5.  

𝐵௝ = 𝐵௝→௜ + 𝐶௜→௝,୓୑ୗ                           (19) 

where 𝐶௜→௝,୓ୗ୑ is the last update calculated from (18), 
while (17) utilizes the value of 𝐶௜→௝,୓୑ୗ that was stored at 
the beginning of the layer.  

The Bj represents the updated LLR of each bit node in 
the concerned layer, which is used later as input LLR for 
the next layer. The hard decision is made using the output 
LLR of each iteration as: 

𝑐ఫෝ = ൜
0, for  𝐵௝ ≥ 0

1, for  𝐵௝ < 0
                            (20) 

Typically, the algorithm is executed until either the 
maximum iteration count is reached, or the parity check 
defined in (2) is satisfied through the previously noted hard 
decision. The layered OSM decoder converges faster, uses 
fewer iterations, and achieves better error performance.  

A. The Transmitter Structure 

Fig. 3 illustrates the proposed system’s transmitter 
model. As an initial stage, the A bits of the message 
represented by vector a are encoded into N bits of 
codeword c using encoder algorithm mentioned in Section 
III. 

Before the message enters the encoder, it is 
concatenated with zero bits, called filler bits, of length 𝑛௙, 
since 𝐴 = 𝐾-𝑛௙ . In order to make its length compatible 
with K information bits in 5G NR-LDPC code where 𝐾 =
22𝑍 or 𝐾 = 10𝑍 for BG1 and BG2, respectively. 

Subsequently, the codeword 𝐜 inputs to the rate-
matching function in which shortening and puncturing 
methods are utilized to achieve greater adaptability in code 
rate and block length, here the length of the codeword 
𝐜 changes from N to E after the rate-matching and 
codeword 𝐞 is produced. Thus the 5G NR-LDPC codes are 
represented by (E, A) codes, where R= 𝐴 /E refers to the 
code rate, whereas A and E refer to information message 
length and transmitted codeword length, respectively. 

Then, the E bits of the  codeword 𝐞 are divided into 
𝜓 frame, where 𝐞 = ൣ𝐞ଵ, 𝐞ଶ, , 𝐞௡ , , 𝐞ట൧ , 𝑛 = 1,2, , 𝜓 
and 𝐞௡  refers to nth frame. All 𝜓 frame are sequentially 
modulated by the GJSTIM-DCSK system. 

Each frame consists of 𝑃்  bit, so 𝐞௡ =
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ൣ𝑒௡,ଵ, 𝑒௡,ଶ, . , 𝑒௡,௉೅
൧ , where PT =Gp refers to the total

number of bits transmitted via one GJSTIM-DCSK system 
symbol. After that, each frame of length PT is split into G 
groups, the p bit transmit through each group are 
calculated as: 

𝑝 = 𝑝௦ + (𝑁௦ − 𝑁ୟୱ)𝑝௧ + 𝑁ୟୱ𝑁௧ + (𝑁௦ − 𝑁ୟୱ)(𝑁௧ − 𝑁ୱ୲)  (21) 

here 𝑝௦ = ඌlogଶ ൬
𝑁௦

𝑁ୟୱ
൰ඐ  bits refer to the number of the 

subcarrier mapping bits. These bits are used to select the 
Nas active subcarriers indices out of Ns subcarriers through 
combinatorial mapping in each group, Additionally, 𝑝௧ =

ඌlogଶ ൬
𝑁௧

𝑁ୱ୲
൰ඐ bits refer to the count of the time mapping bits. 

These bits are used to select Nst time slots indices out of Nt 
for (𝑁௦ − 𝑁ୟୱ)  idle subcarriers [14], where 𝑁௦  and 𝑁௧ 
refer to the count of subcarrier in one group and the count 
of time slot, respectively. 

Fig. 3. NR-LDPC-GJSTIM-DCSK’s transmitter structure. 

The function ቀ
∙
∙ቁ refers to a combinatorial coefficient,

which is used to calculate the number of possible 
combinations, and ⌊∙⌋  refers to the floor function. In 
addition to mapping bits, the 𝑝 bits contain the DCSK-
modulated bits, which comprise 𝑁ୟୱ𝑁௧ + (𝑁௦ −
𝑁ୟୱ)(𝑁௧ − 𝑁ୱ୲). 

The initial 𝑁௔௦𝑁௧  bits are conveyed through every time 
slot of active subcarriers, while the remaining (𝑁௦ −
𝑁ୟୱ)(𝑁௧ − 𝑁ୱ୲) bits are transmitted through non-selected 
time slots in the idle subcarriers, where Ns and Nas refer to 
the total sub-carriers number and the active sub-carriers 
number  in each group, respectively, while Nt and Nst 
denote the total  count of time slots  and the count of 
selected time slots, respectively, in each group of the 
GJSTIM-DCSK system. 

The chaotic sequence 𝐶௫,௡ with length of  𝜃 is produced 
using a second order-Chebyshev polynomial function, 
meanwhile, the Hilbert transform (HT) function is 
employed to derive an orthogonal chaotic sequence 𝐶௬,௡ 
from the reference chaotic sequence 𝐶௫,௡ [14]. 

The GJSTIM-DCSK system contains 2ఘ + 1  sub-
carriers; One is allocated for carrying reference vector 𝐶௫,௡ 
and the other 2ఘ  subcarriers are then divided into 𝐺 =
2ఘ 𝑁௦⁄  groups, with each group consisting of Ns sub-
carriers, where 𝜌 is an integer and (𝜌 ≥ 𝑝௦). 

Subsequently, for every group of the frame, the 𝑝௦ bits 
are transformed into a symbol. Then, combinatorial 
mapping is used to convert this symbol into a vector of 
active sub-carrier indices with Nas length, which is 
represented by 𝐇ୱ. In the same way, mapping is applied to 
the 𝑝௧  bits to identify the chosen time slot indices of 
(𝑁௦ − 𝑁ୟୱ) idle subcarriers, where 𝐇௧ is the matrix of the 

selected time slot indices with (𝑁௦ − 𝑁ୟୱ) ×
𝑁ୱ୲ dimensions. 

The complement is taken for each row vector 𝐡௧ of 𝐇௧ 
matrix to obtain the unselected time slot indices vector of 
each idle subcarrier. These indices are represented by 𝒉௧

෪ 
of (𝑁௧ − 𝑁ୱ୲)length. 

Afterwards, the 𝑁௔௦𝑁௧  bits are modulated by 𝐶௫,௡  and 
are carried by all time slots of the activesub-carriers, while 
(𝑁௦ − 𝑁ୟୱ)(𝑁௧ − 𝑁ୱ୲) bits are modulated by 𝐶௬,௡ and are 
carried by unselected time slots of idle sub carriers. 

After the index-selection and DCSK-modulation of 
each group, the output of these blocks is represented by 

𝐹௜,௝
௚

= ൞

𝑑௜,௝
௚

𝐶௫,௡ ,    for 𝑖 ∈ 𝐇௦
௚

, 𝑗 = 1,2, , 𝑁௧

  0, 𝑖 ∉ 𝐇௦
௚

 , 𝑗 ∈ 𝐇௧
௚

𝑑௜,௝
௚

𝐶௬,௡ , for 𝑖 ∉ 𝐇௦
௚

, 𝑗 ∈ 𝐇௧
௚෪

 (22) 

Here 𝑔  refers to the group index and 𝑑௜,௝  refers to the 
modulated bits after polarity converter carried by ith sub-
carriers and jth time slot, where 𝑑௜,௝ ∈ {1, −1}. After that, 
the reference signal 𝐶௫,௡  is repeated 𝑁௧  times making its 
length extended to 𝛽 , here 𝛽 represents the system’s 
spreading factor and equals to (𝑁௧𝜃) . Lastly, the data- 
carrying signal 𝐅௚ and repeated reference 𝐂௫

௥  inter pulse-
shaping filters to produce the analogy version of these 
signals as 𝐹௚(𝑡) and 𝐶௫

௥(𝑡).  
The transmitted signal of 5G NR-LDPC-GJSTIM-

DCSK for each frame can be expressed as: 

𝑠(𝑡) = 𝐶௫
௥(𝑡) cos(2𝜋𝑓଴𝑡 + 𝜙଴) +

∑ ∑ ∑ 𝐹௜,௝

𝑔
(𝑡)cos (2𝜋𝑓(𝑔ିଵ)ேೞା௜𝑡 + 𝜙(𝑔ିଵ)ேೞା௜)

ே೟
௝ୀଵ

ேೞ
௜ୀଵ

ீ
௚ୀଵ  (23) 
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The frequencies utilized in the proposed system are 
orthogonal. Here  𝑓଴ and 𝜙଴ refer to the subcarrier’s center 
frequency and phase angle of  that is used to carry the 
repeated chaotic signal. Meanwhile 𝑓(௚ିଵ)ேೞା௜  and 
𝜙(௚ିଵ)ேೞା௜  refer to the center frequencies and the phase 
angle of ith subcarrier and gth group. 

The algorithm of 5G NR-LDPC-GJSTIM-DCSK’s 
transmitter is presented in Algorithm 1. First, the 
information and the necessary parameters used in the 
proposed system are identified, including (a, 𝑁௦ , 
𝑁ୟୱ,  𝑁௧, 𝑁ୱ୲, 𝑃் , 𝑝, 𝑝௧ , 𝑝௦,  𝑘୫ୟ୮୮୧୬,  𝐂௫ ,  𝐂௬, 𝜃 and LDPC-
info). Here LDPC-info refers to all information related to 
LDPC code that is produced based on E and A such as the 
values of (Z, N, K number of BG, and 𝑛௙). 

Algorithm 1: 5G NR-LDPC-GJSTIM-DCSK Transmitter.  
       Input: (information , 𝐸, 𝑅, 𝐴, 𝐚, LDPC − info)  
1 LDPC- message=[𝐚, zeros (1, 𝑛௙)] 
2 c = NR-LDPC-Encoder (LDPC-info, LDPC- message) 
3 𝐞 =NR-LDPC-Rate-Matching (LDPC-info, c, E) 
4 𝜓 = ⌊𝐸/𝑃்⌋ + 1, 𝐺 = ⌊𝜓/𝑝⌋,  𝐬் = [ ] 
5 For i=1,.., 𝜓 do 
6  For 𝑔 = 1,2, … , 𝐺 do 
7 𝐬்

௚
=GJSTIM-DCSK-Modulation( 𝐞௜,௚) 

9              𝐬் = ൣ𝐬்  𝐬்
𝒈

൧ 
10     End 
11 End 
 Output : 𝐬் total transmitted signal. 

 
In Step 1, the LDPC- message is generated from the 

message vector a by adding a zero column vector of 
length 𝑛௙. In step 2, the codeword c of length N is produced 
using 5G NR-LDPC-Encoder. The rate matching function 
is applied to the codeword c to produce the vector e of 
length E, as depicted in step 3. After that, vector e is 
framed into 𝜓  frames, each with length 𝑃்  bits, where 
𝜓 = ⌊𝐸/𝑃்⌋ + 1. Then, each of the 𝜓 frames is divided 
into G group to produce 𝐞௜,୥ vector of the ith frame and gth 
group with length 𝑝 . In step 7, the GJSTIM-DCSK-
Modulation function is applied to each 𝐞௜,௚ to produce the 
transmitted signal of every group 𝐬்

௚ and subsequently the 
total transmitted signal 𝐬்.  

B. The Receiver Structure 

 multipath Rayleigh fading channel affects the 
transmitted signal, which is also corrupted by an AWGN 
signal 𝜇(𝑡) of zero mean and n0/2 variance, the received 
signal is then 

𝑟(𝑡) = ∑ 𝛼௟𝑠(𝑡 − 𝜏௟)ℒ
௟ୀଵ + 𝜇(𝑡)              (24) 

Here, 𝛼௟ and 𝜏௟  represent the channel coefficient and time 
delay of the lth path, respectively, and ℒ refers to the paths 
number. It is generally considered that the coefficients 
𝛼௟  are Rayleigh random variables. There are at least two 
pathways in the Rayleigh fading scenario, in contrast, the 
AWGN situation involves merely a single path and a single 
channel coefficient. Fig. 4 illustrates the receiver structure 
of the proposed system, just frame period is taken into 
consideration for the purpose of simplicity. Initially, 

separation of the received signals is achieved using 2ఘ + 1 
orthogonal modulated carrier frequencies. Subsequently, 
the matching filters acquire samples of these signals at 𝑛𝑇௖. 
In discrete outputs, the recurrent chaotic signal is recorded 
in matrix 𝐖 ∈ 𝔹ଵ×ఉ and the information-bearing signal in 
matrix 𝐒௚ ∈ 𝔹ேೞ×ஒ  for the 𝑔  th group. The reference 
signal matrix is expressed as: 

𝐖 = [𝐖ଵ, ⋯ , 𝐖௝ , ⋯ , 𝐖ே೟]                     (25) 

and the matrix 𝐒௚ can be described as:  

𝐒௚ = ቎

𝐒ଵ,ଵ
௚

… 𝐒ଵ,ே೟

௚

⋮ ⋱ ⋮
𝐒ேೞ,ଵ

௚
… 𝐒ேೞ,ே೟

௚
቏                          (26) 

where 𝐖௝ = [𝑤௝(1), 𝑤௝(2), , 𝑤௝(𝜃)], 𝑗 = 1, 2, , 𝑁௧ , and 
𝐒௜.௝

௚
= ൣ𝑠௜,௝

௚ (1), 𝑠௜,௝
௚ (2), , 𝑠௜,௝

௚ (𝜃)൧ , 𝑖 = 1,2, , 𝑁௦ , 𝑗 =

1,2, , 𝑁௧ , 𝑔 ∈ {1,2, , 𝐺} [14]. Vector 𝑾 is then filtered 
using the averaging filter over a 𝑁௧ window. This approach 
involves summing and averaging data across 𝑁௧ segments 
of 𝜃-length chaotic sequences based on their location.  

The output is expressed as [14]: 

𝑹௫ =
ଵ

ே೟
∑ 𝐖௝

ே೟
௝ୀଵ = ∑ 𝛼௟

௅
௟ୀଵ 𝐂௫,ఛ೗

+ 𝛍ோ෦          (27) 

where (𝛍ோ෦ ) denotes AWGN, which corresponds to the 
averaged chaotic reference (𝑹௫ ), having a variance of 
𝑁଴ 2𝑁௧⁄  and a zero mean. An orthogonal vector to 𝑹௫ , 
represented as 𝐑௬ , is then created by applying a Hilbert 
transform to 𝐑௫. Subsequently, the 𝐃௦

௚ correlator matrix is 
calculated using the correlated averaged reference  𝐑௫  
with 𝐒௚ in order to identify the active subcarrier indices 
𝖀௦

௚in the 𝑔th group, where 𝐃௦
௚

∈ ℝேೞ×ே೟ . 

𝐃௦
௚

= ቎

𝐑௫(𝐒ଵ,ଵ
௚

)் ⋯ 𝐑௫(𝐒ଵ,ே೟

௚
)்

⋮ ⋱ ⋮
𝐑𝒙(𝐒ேೞ,ଵ

௚
)் … 𝐑௫(𝑺ேೞ,ே೟

௚
)்

቏           (28) 

Algorithm 2 delineates the process for detecting the 
indices of active subcarriers. This algorithm requires the 
correlator matrix (𝐃௦

௚ ) and the parameters 𝑁௦ , 𝑁ୟୱ , k-
mapping, and 𝑝௦ as inputs. 

 
Algorithm 2: Active subcarrier index detection and mapping 

subcarriers index bits to soft symbol for the 𝑔th group 
  Input:𝑁௦,𝑁ୟୱ,𝐃𝐬

௚
 , k-mapping, 𝑝௦ 

1 For 𝑖 = 1,2, , 𝑁௦ do 
2  𝑫୫ୟ୶(𝑖) = max (ห𝐃ௌ

௚
(𝑖, : )ห) 

3 End 
4 For  j = 1,2, , Nୟୱ do 
5 [~,𝑟௦]=find{|𝐃୫ୟ୶|=max(|𝐃୫ୟ୶|)} 
6         𝐷(𝑟௦)=0; 𝖀௦

௚
(j) = 𝑟௦ 

7  End  
8    𝖀௦

௚
= 𝑠𝑜𝑟𝑡(𝖀௦

௚
); 𝖀𝐬

୥෪=complement(𝖀௦
௚

) 
9   For 𝑙 = 1,2, … , 2௣ೞ do 
10        If 𝖀௦

௚=k-mapping ( 𝑙 ,:) then 
11   𝑥௖

௚=  𝑙 
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12      End 
13   End 
14 𝑥௖

௚ =𝑥௖
௚-1 

15  𝐦௚ =decimal to bit (𝑥௖,𝑝௦) 
16    𝐜௦

௚ = 2𝐦௚ − 1 
Output: 𝖀௦

௚
, 𝖀௦

௚෪ , 𝐦௚, 𝐜௦
௚

From the 𝑁௦variables, the algorithm determines the 𝑁ୟୱ 
largest values and subsequently records these values in the 
vector  𝖀௦

௚ , which represents the index vector of active
subcarrers. Afterwards, 𝖀௦

௚ is organized in a manner that

yields the vector corresponding to its own arrangement. 
The complement of 𝖀௦

௚ is computed to obtain the indices
of the idle subcarriers, allowing for the retrieval of the 
remaining bits within them. This is accomplished by By 
taking the complement of the elements in 𝖀௦

௚ within the
group {1, 2, , 𝑁௦}.The vector 𝖀௦

௚
 is transformed into the

symbol 𝑥௖
୥  through k-mapping, and this symbol is 

converted into binary in order to identify the active 
subcarrier index bits denoted as 𝐦௚ = [𝑚ଵ, 𝑚ଶ, , 𝑚௣௦

].

Then, these bits are converted into bipolar form as 𝐜𝐬
௚ =

2𝐦௚ − 1. 

Fig. 4. 5G NR-LDPC-GJSTIM-DCSK’s receiver structure.

Upon identifying the active subcarriers, the soft 
demodulated data can be determined by the real decision 
variable within the rows corresponding to the active 
subcarriers in the matrix 𝐃௦

௚ . This can be denoted by a
vector  𝐝𝐦ଵ

௚ of length 𝑁௦𝑁௧. 
For gth group, a correlator matrix 𝐐௧

௚ of dimension (Ns
Nas)Nt is constructed to facilitate the recovery of message 
bits transmitted by the idle subcarriers. 

This is accomplished by performing a correlation 
between the orthogonal reference denoted as 𝐑௬ , with (Ns
Nas) rows of 𝐒௚. These rows correspond to the indices of 

idle subcarriers within the vector 𝖀௦
௚෪  with a length of (Ns

Nas). 

𝐐௧
𝑔

=

⎣
⎢
⎢
⎡

𝐑௬(𝐒
𝖀ೞ

𝑔෪
(ଵ),ଵ

𝑔
)் … 𝐑௬(𝐒

𝖀ೞ
𝑔෪

(ଵ),ே೟

𝑔
)்

⋮ ⋱ ⋮
𝐑𝒚(𝐒

𝖀ೞ
𝑔෪

 (ேೞିே౗౩),ଵ

𝑔
)் … 𝐑௬(𝐒

𝖀ೞ
𝑔෪

 (ேೞିே౗౩),ே೟

𝑔
)்

⎦
⎥
⎥
⎤

  (29) 

Algorithm 3 executes the detection of selected time slots 
utilizing the matrix 𝐐௧

௚ along with 𝖀௦
𝑔෪ , 𝑁௦, 𝑁ୟୱ, 𝑁௧, 𝑁ୱ୲, k-

mapping, and 𝑝௧  as inputs, form 𝑁௧ variables within every 
row of the  𝑸௧

௚
 matrix, the algorithm identifies the (NtNst)

largest values. These values are then recorded in the 𝖀୲୲
𝑔෪

matrix  of dimension (NsNas)(NtNst), which comprises 
unselected time slots indices  within idle subcarriers. 

Algorithm 3: Detection of selected time slots and soft symbol 
mapping for time slot index bits for  the 𝑔th group 

Input:𝑁௦,𝑁ୟୱ, 𝑁௧, 𝑁ୱ୲, 𝐐௧
௚ ,𝑝௧ , 𝑘_mappin 

1 For 𝑖 = 1, 2, , 𝑁௦ − 𝑁ୟୱ do 

2 𝐊௠=𝐐௧
௚

3 For  𝒿  =1,2,,,𝑁௧ − 𝑁ୱ୲ do 
6  [~,𝑟௦]= find{|𝐊௠,୫ୟ୶|==max(|𝐊௠(𝒾, : )|)} 
7 𝐊௠(𝒾, 𝑟௦) = 0; 𝖀௧

௚
(ଜ)෫ = 𝑟௦

8   End      
9  𝖀௧

௚෪ = 𝑠𝑜𝑟𝑡(𝖀௧
௚෪ );

10  𝖀୲୲
௚෪ (𝑖, : ) =  𝖀௧

௚෪

11  𝖀௧
௚

=complement (𝖀௧
௚෪ ) 

13 𝖀୲୲
௚(𝑖, : ) =𝖀௧

௚

14 For 𝑙 = 1,2, , 2𝑝
𝑡do 

15 If  𝖀୲୲
௚

(𝑖, : ) == 𝑘_mappin(𝑙, : ) 
16 𝐱௧(𝑖, : ) = 𝑙 

  𝐱௧(𝑖, : ) = 𝐱௧(𝑖, : ) − 1 
17   End 
18  End 
20 𝐓௚(𝑖, : ) =decimal to bit (𝐱௧(𝑖, : ),𝑝௧) 
21 𝐜௧

௚
(𝑖, : ) = 2𝐓௚(𝑖, : ) − 1

21 End 
22 𝐜௧

௚
= reshap൫𝐜௧

௚
, 1, (𝑁௦ − 𝑁ୟୱ) × 𝑝௧൯ 

Output: 𝖀୲୲
௚

, 𝖀୲୲
௚෪ , 𝑇୥,𝐜௧

௚

Subsequently, the matrix 𝖀୲୲
𝑔  is identified as the 

complement of the matrix 𝖀୲୲
𝑔෪ , which comprises the indices 

of selected time slots. every row in 𝖀୲୲
𝑔  is subsequently 

mapped to the symbol 𝑥௧  by performing the inverse k-
mapping operation. Then, these symbols are converted 
into 𝐓௚  matrix with dimensions (𝑁௦ − 𝑁ୟୱ) × 𝑝௧  bits, 
representing the time slot index bits in the g௧௛ group. 
Afterward, each bit in 𝐓௚  matrix is transformed to soft 
symbol through bipolar transformation applied to each row 
of 𝐓௚, the same algorithm is applied to each group. 
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Then, the soft demodulated data bits transmitted by idle 
subcarriers and unselected time slots are identified by 
decision variables in each row of 𝑸௧

௚ , specifically in 
columns corresponding to the non-selected time slots 

indices in 𝖀୲୲
௚෪ . These decision variables are denoted as 

𝐝𝐦ଶ
௚  of length (NsNas)(NtNst). Therefore, the soft 

output of demodulation for 𝑔th group can be represented 
by the vector (𝐬𝐨𝐟𝐭௚) of length 𝑝 as: 

𝐬𝐨𝐟𝐭௚ = ൣ𝐜௦
௚, 𝐜௧

௚
, 𝐝𝐦ଵ

௚, 𝐝𝐦ଶ
௚൧                 (30) 

by concatenating the soft outputs of all the system’s groups 
into a single vector of length PT as follows: 

𝐬𝐨𝐟𝐭௜ = ൣ𝐬𝐨𝐟𝐭௜
ଵ, 𝐬𝐨𝐟𝐭௜

ଶ, , 𝐬𝐨𝐟𝐭௜
௚

, , 𝐬𝐨𝐟𝐭௜
ீ   ൧      (31) 

where 𝑔 ∈ {1,2, , 𝐺}, 𝑖 ∈ {1,2, , 𝜓} and G refers to the 
number of groups. After demodulating all received frames, 
which were produced by framing the E bit as the output of 
rate-matching at the transmitter, the soft outputs of these 
frames are concatenated to produce vector  𝐬𝐨𝐟𝐭 of length 
E bit. 

𝐬𝐨𝐟𝐭 = ൣ𝐬𝐨𝐟𝐭ଵ, 𝐬𝐨𝐟𝐭ଶ, , 𝐬𝐨𝐟𝐭௜ , , 𝐬𝐨𝐟𝐭  ట൧        (32) 

Thereafter, the rate-recover function is used to retrieve 
the N-length of the codeword c, from the vector 𝐬𝐨𝐟𝐭 of 
length E soft symbol. Consequently, a vector of length N 
soft symbol, represented as: 

𝛄 = ൣ𝛾ଵ, 𝛾ଵ, , 𝛾௝ , , 𝛾ே൧                   (33) 

Then, the LLR vector can be obtained using the 
following formula: 

LLR= −ൣ𝛾ଵ, 𝛾ଵ, , 𝛾௝ , , 𝛾ே൧                (34) 

Subsequently, the soft LLR proceed to the 5G NR-
LDPC decoder. During the decoding process to produce 
estimated message bits 𝐚ො . The Algorithm 4 presents the 
overall processes of the receiver, where demo-info refers 
to all information required for GJSTIM-DCSK 
demodulation as (𝑁௦ , 𝑁ୟୱ , 𝑁௧ , 𝑁ୱ୲ , 𝐐୲

௚ , 𝑝௧ , k_mappin , 
 𝑝௦, 𝐃௦

௚
, 𝐑௫ , 𝐑௬), 𝐼௠ refers to the maximum iteration count 

for the decoding operation, and LDPC − info is the same 
as that used in the Algorithm 2 . 
 

Algorithm 4: suggested 5G NR-LDPC-GJSTIM-DCSK receiver  
algorithm   

       Input: (demo − info , 𝐼௠, LDPC − info)  
1 𝐬𝐨𝐟𝐭 = [ ], 
2 For 𝑖 = 1,2, , 𝜓 do 
3              𝐬𝐨𝐟𝐭௜ = [ ] 
4   For 𝑔 = 1,2, … , 𝐺 do 
5                                                                      𝐬𝐨𝐟𝐭௚ =GJSTIMDCSK- demodulation(demo-

info) 
6        𝐬𝐨𝐟𝐭௜ = [𝐬𝐨𝐟𝐭௜     𝐬𝐨𝐟𝐭௚ ] 
7   End          
8  𝐬𝐨𝐟𝐭 = [𝐬𝐨𝐟𝐭    𝐬𝐨𝐟𝐭௜  ] 

9  End  
10  𝛄 = rate-recover (LDPC-info,  𝐬𝐨𝐟𝐭 
11  LLR= −𝛄 
12  𝐚ො = 5G NR-LDPC-decoding( LDPC-info,𝐼௠) 
 Output :  𝐚ො 

V. RESULTS AND DISCUSSION OF THE SIMULATION 

To demonstrate the effectiveness of 5G NR-LDPC 
codes in enhancing BER performance of the GJSTIM-
DCSK system across AWGN and multipath Rayleigh 
channels, several simulation results are provided in this 
section. A three-path model is used for the multipath 
channel, featuring an equal power profile ( 𝐸(𝛼ଵ

ଶ) = 
𝐸(𝛼ଶ

ଶ) = 𝐸(𝛼ଷ
ଶ)= 1/3) and relative delays of (𝜏ଵ= 0, 𝜏ଶ= 

1, 𝜏ଷ = 2).whereas the GJSTIM-DCSK system parameters 
including (G=4, 𝑁௦ = 8, 𝑁ୟୱ = 4, 𝑁௧ = 8, 𝑁ୱ୲ = 4 ) are 
maintained constant across all simulation runs. The 
maximum number of iteration utilized in the decoding 
operation is set as 𝐼௠ = 10. 

The BER results were obtained through computer 
simulations performed in MATLAB (R2022b). For each 
simulated signal-to-noise ratio (SNR) point, 10,000 
independent simulation trials were conducted to ensure the 
statistical reliability of the BER estimates. 

Fig. 5 illustrates the proposed 5G NR-LDPC-GJSTIM-
DCSK system performance in terms of BER with different 
codeword lengths for rate 1/3 under an AWGN channel. 
The 5G NR-LDPC-GJSTIM-DCSK system demonstrates 
better performance with increasing codeword length. For 
instance, the BER performance at 10ିଷ with codeword 
lengths of 3000, 5000, and 7648 achieves coding gains of 
8.85dB, 9.05dB, and 9.35dB, respectively. The rate 1/3 
performance with a codeword length of 7648 is superior to 
codeword lengths of 3000 and 5000, obtaining gains of 0.5 
dB and 0.3dB, respectively at BER of 10ିଷ 

 
Fig. 5. 5G NR-LDPC-GJSTIM-DCSK BER performance versus 𝐸௕/𝑁଴ 
for R =1/3 with different codeword lengths of E=3000, 5000, and 7648 
under an AWGN. 

Subsequently, the suggested system’s performance was 
evaluated for varying code rates and spreading factors as 
illustrated in Fig. 6, where the codeword length is set as 
E=7648. As revealed in Fig. 6, rising spreading factor 
values result in a deterioration of BER performance, 
attributable to the chaotic signal accumulating more noise 
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whereas, the soft output of the ith frame can be determined 



as its length increases when transmitted alongside 
information over the channel with a non-coherent receiver. 

Fig. 6. 5G NR-LDPC-GJSTIM-DCSK BER performance versus 𝐸௕/𝑁଴ 
for different code rates with different spreading factors, E=7648 under an 
AWGN. 

However, a code rate of 1/5 demonstrated the best 
performance compared to the rates of 1/3 and 1/2. 
Specifically, at a BER of 10ିଵ, a code rate of 1/5 with 𝛽 =
256 can obtain roughly 2.05dB gain relative to the same 
rate when 𝛽 = 1024. Similarly, at BER of 10ିଷ, rates of 
1/3 and 1/2 with 𝛽 = 256 achieved gains of approximately 
1.8 and 2dB, respectively, compared to the same rates 
when 𝛽 = 1024. Furthermore, Fig. 6 illustrates that a rate 
of 1/5 with 𝛽 = 256 achieved gains of nearly 3.6dB and 
8.8dB contrasted to rates of 1/3 and 1/2, respectively, with 
the same 𝛽 at BER=10ିଶ. 

In addition, the rates of 1/5, 1/3, and 1/2 with 𝛽 = 256 
can achieve coding gain of about 11.6dB, 9.35dB and 
3.85dB respectively, at BER=10ିଶ for rate 1/5 and BER= 
10ିଷ  for the 1/3 and 1/2 rates. 

Fig. 7. 5G NR-LDPC-GJSTIM-DCSK BER performance versus other 
systems with R=1/3, E=7648 and β=256 under an AWGN. 

Afterwards, the identical 5G NR-LDPC code was 
employed with alternative index modulation-based DCSK 
systems, including GSIM-DCSK-II [8] and GFTIM-

DCSK-II [12]. The performance of these systems was then 
compared with the proposed system under AWGN, as 
depicted in Fig. 7. The NR-LDPC parameters of all 
systems are set to E=7648 and R=1/3. Meanwhile the 
modulation parameters of the alternative systems are set to 
𝑁௦ = 8, 𝑁୲ = 8 and G=4, and 𝛽 = 256 for all systems. As 
depicted in Fig. 7, the proposed system demonstrates 
superior performance compared to these other systems. It 
achieves an approximate gain of 3 dB and 7.12 dB relative 
to the 5G NR-LDPC-GFTIM-DCSK-II and 5G NR-
LDPC-GSIM-DCSK-II systems, respectively, whene the 
BER is  10ିଷ. 

In addition, the 5G NR-LDPC-GFTIM-DCSK-II and 
5G NR-LDPC-GSIM-DCSK-II can achieve coding gain of 
about 8.6dB and 8.28dB, respectively, for BER =10ିଷ , 
while the suggested system can achieve a coded gain about 
9.35dB. 

B. The BER performance under Multipath Rayleigh
Fading Channel

The 5G NR-LDPC-GJSTIM-DCSK BER performance
with varying codeword lengths E=3000, 5000, 7648 for 
R=1/3 and β of 256 across a Rayleigh fading channel has 
been analyzed and compared to the performance of 
uncoded GJSTIM-DCSK as shown in Fig. 8. Similarly, 
and consistent with observations in the AWGN channel, 
the suggested system exhibits a notable performance 
improvement with increased codeword length. 
Specifically, a codeword length of 7648 demonstrates 
superior performance relative to other codeword lengths. 
Specifically, it achieves gains of approximately 2 dB and 
1 dB compared to codeword lengths of 3000 and 500, 
respectively, at a BER of 10ିଷ .Whereas, in comparison 
with the performance of the uncoded system, the codeword 
lengths of 7648, 5000, and 3000 can achieve coding gains 
of 17 dB , 16 dB, and 14 dB, respectively, at a BER of 
10ିଷ. 

Fig. 8. 5G NR-LDPC-GJSTIM-DCSK BER performance versus 𝐸௕/𝑁଴ 
for R=1/3 with different codeword lengths, E=3000, 5000, 7648 under 
Rayleigh fading channel. 

Subsequently, the proposed system’s performance has 
been explored with different coding rates and different 
spreading factors for a codeword length of 7648 over a 
Rayleigh fading channel, as illustrated in Fig. 9. The 
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performance of the system degrades with increasing 
spreading factor. Specifically, the system’s performance 
across all rates is superior when β = 256 compared to when 
β = 1024. For instance, code rates of 1/5 and 1/3, when β 
= 256, achieve gains of approximately 2.3dB and 2.6dB, 
respectively, in contrast to when β = 1024, at a BER of 
10ିଷ . Also, as shown in Fig. 9 a code rate of 1/5 
demonstrates superior performance compared to a code 
rate of 1/3 with different 𝛽 values, since it achieves coding 
gains of 22.2 dB and 21.2 dB compared to the performance 
of an uncoded system when 𝛽  is 256 and 1024, 
respectively. Meanwhile, a code rate of 1/3 achieves 
coding gains of 17 dB and 15.7 dB when 𝛽 is 256 and 1024, 
respectively, at BER of 10ିଷ. 

 
Fig. 9. 5G NR-LDPC-GJSTIM-DCSK BER performance systems versus 
𝐸௕/𝑁଴ for different code rates with different spreading factors, E=7648 
under Rayleigh fading channel. 

 
Fig. 10. 5G NR-LDPC-GJSTIM-DCSK performance versus other 
systems with R=1/3, E=7648, and 𝛽 = 256  under Rayleigh fading 
channel. 

Following this, the proposed system performance was 
evaluated relative to other systems under Rayleigh fading 
channel conditions. The specified systems are the same 
those referenced in the AWGN section, utilizing a 
codeword length of 7648, a spreading factor of 256, and a 
code rate of 1/3. As demonstrated in Fig. 10, the proposed 
5G NR-LDPC-GJSTIM-DCSK performance outperforms 

the 5G NR-LDPC-GFTIM-DCSK-II performance at low 
SNRs and has an identical BER at an SNR of 7dB. 
Meanwhile, it outperforms the 5G NR-LDPC-GSIM-
DCSK-II performance, achieving a gain of 10 dB 
compared to the performance of the 5G NR-LDPC-GSIM-
DCSK-II at a BER of 10ିଷ.  

The 5G NR-LDPC-GJSTIM-DCSK and 5G NR-LDPC-
GFTIM-DCSK-II systems achieve approximately coding 
gains of 17 dB and 19 dB, respectively, in contrast to the 
performance of an uncoded scenario of these systems at  
BER= 10ିଷ. Whereas, the 5G NR-LDPC-GSIM-DCSK-II 
system attains a coded gain of 12.6 dB when the BER 
is10ିଶ. 

VI. COMPLEXITY ANALYSIS 

The total computational complexity of the proposed 5G 
NR-LDPC-GJSTIM-DCSK system is derived by 
considering the combined complexity of the GJSTIM-
DCSK system and the integrated LDPC decoder. As 
detailed in our previous work [14], the complexity of the 
GJSTIM-DCSK system, encompassing both 
multiplication and search operations at the transmitter and 
receiver, is denoted by (35). 

𝑂ୋ୎ୗ୘୍୑ = 𝐺{𝑁ୟୱ𝑁௧𝜃 + (𝑁௧ − 𝑁ୱ୲)(𝑁௦ − 𝑁ୟୱ)𝜃 + 

𝑁௦𝑁௧𝜃 + (𝑁௦ − 𝑁ୟୱ)𝑁௧𝜃 + ൬
𝑁௦

𝑁ୟୱ
൰ + 

(𝑁௦ − 𝑁ୟୱ) ൬
𝑁௧

𝑁௧ − 𝑁ୱ୲
൰ൠ                           (35) 

The complexity of the integrated LDPC decoder 
depends on the complexity of the layered OMS decoding 
algorithm. While the necessary multiplication operations 
are confined to sign multiplication within the OMS 
algorithm as stated in (17), rendering them negligible in 
terms of overall complexity. However, search operations 
inside (17) are needed to determine two minimum absolute 
value of the edges in each row of the layer for determining 
min1 requires ቀ

𝛩௜

1
ቁ  search operations, while determining 

min2 requires ቀ𝛩௜ − 1
1

ቁ search operations. Here, 𝛩௜  refers to 

the number of edges (the elements have one value) in each 
row of the ith layer, where the layers of  the 5G NR-LDPC 
codes have the same number of rows (𝑍) and each layer 
has a specific number of edges 𝛩௜ , which is the same for 
all its rows. So, the complexity of the decoder can be 
calculated by 

𝐼௠𝑍 ∑ ቀ
Θ௜

1
ቁ + ቀ

Θ௜ − 1
1

ቁ஛
௜ୀଵ                      (36) 

where 𝑖 refers to the layer index and 𝜆 refers to number of 
affected layers, which can be calculate as follows: 𝜆 =

ቀ൫𝐸 + 𝑛௙൯/𝑍ቁ − 20 for BG1 and 𝜆 = ቀ൫𝐸 + 𝑛௙൯/𝑍ቁ − 8 

for BG2. 
Consequently, the proposed system’s complexity can be 

represented by 
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 𝑂୒ୖି୐ୈ୔େିୋ୎ୗ୘୍୑ିୈୌ୏ = 

𝑂ୋ୎ୗ୘୍୑ + 𝐼௠𝑍 ∑ ቀ
𝛩௜

1
ቁ + ቀ

𝛩௜ − 1
1

ቁఒ
௜ୀଵ      (37) 

Table II shows that the proposed system complexity 
increases with the transmitted codeword length. This is 
primarily due to the increased number of edges, which, in 

turn, leads to a higher number of search operations. While 
the codeword length of 7648 demonstrates higher 
complexity, it achieves Coding gains better than other 
lengths at a BER of 10ିଷ. In summary, there is a trade-off 
between the system’s complexity and its significantly 
improved performance, specifically regarding the bit error 
rate. 

TABLE II: THE COMPLEXITY OF THE 5G NR-LDPC-GJSTIM-DCSK PER TRANSMITTED BITS FOR DIFFERENT CODEWORD LENGTHS COMPARED WITH 
THE UNCODED GJSTIM-DCSK SYSTEM AT R= 1/3 AND 𝛽

Codeword length E 
OGJSTIM per 

transmitted bits 

𝑶𝑵𝑹ି𝑳𝑫𝑷𝑪ି𝑮𝑱𝑺𝑻𝑰𝑴ି𝑫𝑪𝑺𝑲 

Per transmitted bits 

Coding gain under AWGN 

channel [dB] 

Coding gain under Rayleigh 

fading channel [dB] 

3000 63.5641 796.8974 8.85 14 

5000 63.5641 1265.1 9.05 16 

7648 63.5641 1868.7 9.35 17 

 
VII. CONCLUSIONS 

This paper presents the 5G NR-LDPC Codes Based 
Generalized Joint Subcarrier-Time Index Modulation 
DCSK System (5G NR-LDPC-GJSTIM-DCSK). The 
proposed system utilizes 5G NR-LDPC codes for channel 
coding to improve data transmission reliability and 
enhance its Bit Error Rate (BER) performance under 
AWGN and multipath Rayleigh fading channels, thereby 
offering a significant improvement over the uncoded 
GJSTIM-DCSK system. 

Additionally, this paper employs a method that converts 
the recovered index bits from the demodulation process 
into soft form making them suitable as inputs to the 
decoder. The proposed system performance was evaluated 
under AWGN and Rayleigh fading channel conditions and 
contrasted with the uncoded system.  

The system exhibited a substantial and evident 
enhancement in performance, especially with increased 
codeword lengths, which, however, comes with a rise in 
system complexity.  

Additionally, the study showed that a higher spreading 
factor degrades the proposed system’s performance, and 
the best system performance was achieved with a code rate 
of 1/5, yielding coding gains of approximately 11.6 dB 
over AWGN and 22.2 dB over a Rayleigh fading channel. 

Additionally, the performance of the proposed system 
was compared to that of other coded index modulation 
DCSK systems, and the results demonstrated the system’s 
robust performance compared to other systems under both 
Rayleigh fading and AWGN channels. 

Ultimately, our proposed system demonstrated robust 
performance, establishing a strong foundation for future 
investigations. Further work could involve comparing its 
performance against Polar codes, particularly considering 
their distinct roles and strengths within 5G NR. 

The proposed system holds great promise for 
applications requiring high data reliability and efficiency, 
particularly within the Internet of Things (IoT) and 
Wireless Sensor Networks (WSNs). Its improved BER 
performance and robustness make it well-suited for data 
acquisition and reliable communication in these 
demanding environments. 
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