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Abstract—Although cloud computing offers abundant 
computational capacity, it suffers from inherent latency. 
Edge computing mitigates this by processing data closer to 
the edge of the infrastructure, thereby reducing latency and 
improving performance. However, challenges arise owing to 
inadequate edge processing capacity and significant cloud 
latency. A viable solution to address these challenges is 
cloud-edge integration, a collaborative resource distribution 
model. This study examines cloud-edge orchestration, 
focusing on performance and efficiency improvements 
through orchestration techniques. We performed a 
comprehensive systematic literature review using the 
PRISMA model, which compiled 10,389 records from the 
decade spanning 2015 to 2024, filtered down to 89 studies. 
Using the Monitor-Analyze-Plan-Execute over shared 
Knowledge (MAPE-K) framework, we assessed cloud-edge 
orchestration and categorized the performance metrics. 
Additionally, we evaluate the task distribution criteria 
between cloud and edge computing environments, identify 
challenges, and outline prospective directions. Our findings 
provide insights into optimizing cloud-edge computing for 
mainstream applications, ensuring improved resource 
management and efficiency in cloud-edge computing. 

Index Terms—cloud-edge orchestration, MAPE-K 
framework, performance optimization, PRISMA model, 
resource provisioning, task distribution 

I. INTRODUCTION 

Cloud computing is a highly beneficial technology that 
provides various software, platforms, and infrastructure 
services to users. It offers scalable and on-demand access 
to computing power, storage, and applications over the 
Internet. The benefits of cloud computing include cost-
effectiveness, flexibility, and improved collaboration. 
However, it also faces challenges, such as data security 
concerns, potential downtime, and latency issues in 
certain applications. For instance, the demand for web 
applications is often highest during peak hours, with 
demand surging during midday and decreasing in the 
morning and evening hours. This variability often 
requires resource deployment management to ensure that 
consumers receive prompt responses. Edge computing 
has emerged as a complementary technology to address 
the limitations of cloud computing. It brings computation 

and data storage closer to the devices where they are 
needed, thereby reducing latency and bandwidth usage. 
Edge computing is crucial for Internet of Things (IoT) 
applications that require real-time processing and low 
latencies [1]. The need for edge computing arises from 
the increasing number of connected devices and the 
growing demand for faster response times. However, 
edge computing also faces challenges, including limited 
computational resources, security vulnerabilities, and 
complex management of distributed systems. These 
constraints inherent in IoT environments, such as the 
limited processing power, storage capacity, and energy 
resources of edge devices, coupled with the need for real-
time data processing and low latency, necessitate the 
development and implementation of efficient 
orchestration techniques to optimize resource utilization 
and ensure seamless operation across the cloud-edge 
continuum. 

In the context of cloud and edge computing, 
orchestration refers to the automated arrangement, 
coordination, and management of complex computer 
systems, middleware, and services. Cloud-edge 
orchestration involves managing the distribution of 
workloads and resources between the cloud and edge 
environments. This orchestration is necessary to optimize 
performance, ensure efficient resource utilization, and 
maintain service quality across the entire computing 
infrastructure. The need for cloud-edge orchestration 
arises from the complexity of managing hybrid 
environments that combine centralized cloud resources 
with distributed edge nodes. Effective orchestration can 
provide several benefits, including improved application 
performance, reduced network congestion, enhanced data 
privacy and security, and more efficient computing 
resource utilization. This allows organizations to leverage 
the strengths of both cloud and edge computing while 
mitigating their limitations. 

Various techniques have been employed for cloud-
edge orchestration to achieve these benefits. These 
include workload distribution algorithms that determine 
where to process data based on factors such as latency 
requirements, resource availability, and energy efficiency. 
Resource provisioning techniques ensure that adequate 
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computing power, storage, and network resources are 
allocated to meet application demands. Task scheduling 
algorithms optimize the execution of tasks across cloud 
and edge resources to minimize response times and 
maximize resource utilization. Additionally, orchestration 
techniques often incorporate dynamic load balancing to 
distribute workloads evenly across available resources, 
preventing bottlenecks and ensuring optimal performance. 
Virtual Machine (VM) migration strategies are used to 
move computational tasks between cloud and edge 
environments as needed, adapting to changing conditions 
and requirements. Server consolidation techniques help 
optimize resource usage by efficiently grouping 
workloads into fewer physical servers. Advanced 
orchestration systems may also employ machine learning 
and artificial intelligence to predict resource requirements, 
detect anomalies, and automatically adjust resource 
allocations. These intelligent orchestration techniques can 
adapt to changing workloads and network conditions, 
ensuring consistent performance and efficient resource 
utilization across the cloud-edge continuum. 

Cloud-edge orchestration faces several challenges, 
including heterogeneous resource management, dynamic 
workload allocation, network variability, and security 
concerns in distributed environments. To address these 
challenges, cloud-edge orchestration techniques often 
employ the Monitor-Analyze-Plan-Execute over shared 
Knowledge (MAPE-K) framework. This approach 
provides a structured method for managing complex 
systems. In the monitoring phase, data are collected from 
various cloud and edge resources, including the 
performance metrics, resource utilization, and network 
conditions. The analysis phase processes the data to 
identify patterns, anomalies, and potential issues. Based 
on this analysis, the planning phase determines the 
optimal resource allocation and workload distribution 
strategies. The execution phase implements these plans 
by adjusting resource allocation, migrating workloads, 
and reconfiguring network paths as needed. The shared 
knowledge component acts as a central repository of 
information, policies, and historical data that informs 
decision making across all phases. This framework 
enables continuous adaptation to changing conditions, 
ensuring efficient resource utilization and maintaining 
quality of service across the cloud-edge continuum. By 
implementing MAPE-K, organizations can create 
resilient, responsive, and efficient cloud-edge 
orchestration systems that can manage the complexities 
of modern distributed computing environments. Careful 
metric selection serves as a motivation for the evaluation 
process and helps to determine whether the technique 
achieves its objectives. Therefore, in Table I, we have 
endeavored to address the following Research Questions 
(RQs) and their purpose.  

TABLE I: MOTIVATION FOR RESEARCH QUESTIONS 

No. RQs Motivation 

RQ1 

To what extent does the 
MAPE-K approach 
effectively assess the 
performance of 
collaborative cloud-edge 

To determine whether 
collaborative cloud-edge 
technologies can be effectively 
assessed using this approach. 

techniques? 

RQ2 

How can the 
performance of cloud-
edge orchestration be 
measured?   

To locate and scrutinize the 
performance measures 
pertinent to the orchestration of 
resources. 

RQ3 

What mechanisms 
determine the optimal 
distribution of tasks 
between cloud and edge 
nodes? 

To optimize performance and 
efficiency,  the distribution of 
tasks between edge devices and 
cloud resources must be 
understood. 

RQ4 

What are the open issues 
and preliminary 
challenges of cloud-edge 
orchestration? 

A clear view of the inherent 
unresolved issues in 
orchestration is needed so that 
adopters can prepare for them 
accordingly.  

RQ5 

What are the 
opportunities and future 
trends in cloud-edge 
orchestration? 

This study aims to understand 
which areas may be interesting 
to explore in the field of cloud-
edge orchestration.  

 
Several studies have meticulously investigated 

different aspects of edge, fog, and cloud computing [2]. 
These studies focused on different aspects, such as 
computation offloading, task scheduling, and optimally 
provisioned resources, and used different methods to 
solve these issues. These studies illuminated various 
strategies for optimizing computation offloading, task 
scheduling, and resource provisioning in edge-cloud 
contexts. For instance, the exploration of operational 
collaboration issues [3, 4], and a comparative analysis of 
different system architectures [5] have enriched our 
understanding of the complexities involved. Similarly, 
the focus on application partitioning techniques [6], 
critical edge computing applications [7], and innovative 
task offloading algorithms [8] has provided a solid 
foundation for addressing some of the technical 
challenges in this domain. Despite these advancements, 
the reviewed literature predominantly emphasizes static 
strategies for resource allocation and task scheduling, 
with limited attention to the dynamic interplay between 
cloud and edge resources [9–11]. Moreover, there is a 
notable absence of comprehensive frameworks that 
consider real-time resource utilization and workload 
dynamics in orchestration decisions, as well as a lack of 
studies addressing the dynamic nature of edge 
environments and their implications for resource 
allocation and task distribution [12, 13]. These limitations 
underscore the necessity for research that not only 
bridges these gaps but also introduces adaptive 
orchestration strategies that can accommodate changing 
network conditions and workload patterns in cloud-edge 
environments. The key contributions of this study are as 
follows.  
 Utilize the PRISMA model to methodically 

scrutinize and reduce 10,389 records to 89 high- 
quality studies.  

 Identify challenges in resource management and task 
allocation, highlighting opportunities for enhanced 
service delivery. 

 Evaluate the performance of cloud-edge 
orchestration using the MAPE-K framework. 

 Discuss task distribution strategies to balance over-
and under-provisioning in cloud and edge 
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environments. 
 Categorize performance metrics to optimize resource 

collaboration and system efficiency in cloud-edge 
orchestration.  

 Offer insights for improving cloud-edge integration 
to fulfil organizational operational needs.  

The ensuing sections of this study are organized in the 
following sequence: Section II culminates in a 
comprehensive assessment of the significant outcomes of 
related studies. Section III meticulously outlines the 
review procedure employed in this systematic literature 
review (SLR), providing in-depth details on the study 
retrieval and selection process. Section IV presents the 
results of carefully selected studies. In Section V, the 
studies included in the review offer valuable insights and 
perspectives into the selected RQs, as displayed in Table 
I. Finally, the conclusion and future work of this research 
are summarized in Section VI. 

II. RELATED STUDY 

Cloud and edge orchestration have been extensively 
studied, with different approaches addressing various 
challenges in resource allocation and performance 
optimization. Castellano et al. [14] proposed a service-
defined orchestration framework that allows applications 
to specify their own strategies, offering flexibility in 
cloud-edge resource management. However, their study 
assumed a homogeneous infrastructure, overlooking the 
complexities of heterogeneous environments and 
potential security risks. In contrast, Mittal et al. [15] 
introduced a vehicular-based task orchestration frame-
work that leverages vehicle-to-vehicle communication to 
create dynamic vehicular edges. Although innovative, 
their approach suffers from high latency and connection 
instability owing to vehicular mobility and network 
fluctuations, making it less reliable for real-time 
applications. Similarly, Caballer et al. [16] explored the 
coordination of multiple Infrastructure-as-a-Service (IaaS) 
resources using open-source tools such as OpenStack and 
TOSCA. Despite demonstrating the feasibility of multi-
cloud orchestration, their study highlighted significant 
interoperability challenges and lacked an in-depth 
evaluation of performance bottlenecks when integrating 
different cloud providers.  

Wu [17] examined AI-driven cloud-edge orchestration 
for IoT applications, enabling adaptive data processing 
and collaboration between cloud and edge environments. 
However, their approach is constrained by the limited 
computational and storage capacity of IoT devices, which 
can hinder the effectiveness of AI-driven orchestration 
and fail to address energy efficiency concerns, which is 
an essential factor in IoT deployments. Although each 
study presents valuable insights into orchestration 
strategies, limitations such as security vulnerabilities, 
scalability concerns, network instability, and resource 
constraints remain key obstacles, suggesting the need for 
more robust and adaptive orchestration mechanisms that 
can effectively balance flexibility, performance, and 
reliability in heterogeneous cloud-edge environments. 
The studies presented in the three subheadings encompass 

diverse aspects of cloud-edge orchestration techniques, 
with particular emphasis on workload balancing, 
virtualization techniques, and edge resource management. 
A comparative analysis of these studies, including their 
respective limitations, reveals the following. 

A. Workload Balancing 

Kim [18] and Ding et al. [19] employed cooperative 
game theory for workload distribution and resource 
optimization. Although these approaches demonstrate the 
potential for efficient resource allocation and workload 
balancing across cloud and edge environments, they may 
face scalability challenges in large-scale dynamic 
environments with numerous devices and rapidly 
fluctuating workloads. Akhlaqi and Hanapi [20] 
introduced a predictive workload balancing model that 
utilized machine learning techniques to analyze historical 
workload patterns and optimize resource distribution. 
Although this method improves load forecasting, it 
suffers from a high computational overhead, making it 
less practical for real-time applications in cloud-edge 
environments. To address this issue, Bao et al. [21] 
integrated deep learning with workload balancing 
frameworks to enable the real-time prediction of 
workload spikes and proactive resource allocation. 
However, deep learning models introduce computational 
complexity, making them less suitable for resource-
constrained edge devices. Cerroni et al. [22] conducted a 
comparative analysis of cloud-based service performance 
against an analytical model, highlighting response time 
limitations for commercial routers. Although this study 
provides valuable insights into performance constraints, 
its focus on specific device types may limit its 
applicability to the diverse range of edge devices in real-
world applications. 

B. Virtualization Techniques 

Valsamas et al. [23] and Wang et al. [24] explored 
Virtualization Technology Blending (VTB) to enhance 
resource utilization and orchestration efficiency. 
Although this approach shows promise for improving 
user capacity and resource utilization, the studies may be 
limited in their consideration of the overhead introduced 
by blending multiple virtualization technologies and the 
potential impact on system complexity. Ren et al. [25] 
concentrated on distributed edge computing and 
compared new computational frameworks. This study 
highlights the necessity of further research to investigate 
other computing paradigms beyond the present monopoly 
of cloud computing. Zhang et al. [26] proposed a chunk 
reuse mechanism (CRM) to optimize container updates. 
Although this approach can reduce data transmission and 
improve efficiency, it may face challenges in scenarios 
with highly diverse or rapidly changing application 
requirements, potentially limiting its effectiveness in 
specific edge computing environments. 

C. Edge Resource Management 

Chiang et al. [27] provided a comprehensive analysis 
of service orchestration and resource management, 
evaluating multiple performance metrics. Although this 
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study offers valuable insights, the rapidly evolving nature 
of edge computing technologies may necessitate frequent 
updates to maintain their relevance. Gharbaoui et al. [28] 
evaluated SDN-based orchestration for improving VM 
allocation and resource utilization. This approach 
demonstrates potential for enhancing efficiency but may 
encounter challenges in environments with limited SDN 
support or in scenarios where the overhead of SDN 
implementation outweighs its benefits. Li et al. [29] 
proposed an energy-efficient solution that optimizes 
containerized workflow scheduling to enhance 
deployment efficiency while minimizing energy 
consumption. Despite its advantages, this approach lacks 
predictive workload balancing capabilities, leading to 
occasional resource bottlenecks. Soumplis et al. [30] 
presented methods using mixed-integer linear 
programming, a greedy algorithm, and a multi-agent 
rollout mechanism. Although these approaches offer 
diverse solutions, they may be constrained by 
computational complexity in large-scale deployments or 
scenarios with strict real-time requirements. 

Workload balancing studies focus on optimizing task 

distribution and resource allocation, whereas 
virtualization techniques aim to enhance flexibility and 
efficiency in resource usage. Edge resource management 
studies address the challenges of limited resources at the 
edge while maintaining the quality of service. 
Cooperative game theory approaches to workload 
balancing (Kim [18], Ding et al. [19]) offer sophisticated 
optimization techniques but may face scalability 
challenges. In contrast, virtualization techniques such as 
VTB (Valsamas et al. [23], Wang et al. [24]), and CRM 
(Zhang et al. [26]) provide more direct improvements in 
resource utilization but may introduce additional 
complexity. Edge resource management studies (Chiang 
et al. [27] and Gharbaoui et al. [28], Soumplis et al. [30]) 
offer a broader perspective on orchestration challenges, 
considering multiple performance metrics and exploring 
diverse algorithmic approaches. However, these studies 
may face limitations in real-world applications owing to 
the dynamic nature of edge computing environments. The 
main contributions of the different studies are presented 
in Table II. 

TABLE II: A COMPILATION OF RESEARCH SUMMARIES ON THE ORCHESTRATION TECHNIQUES 
Aspects Study Orchestration technique Performance indicators Limitations 

Workload-
balancing 

Kim [18] Cooperative game theory for workload 
distribution 

Resource allocation efficiency, 
Workload balance 

Scalability challenges in large-
scale, dynamic environments 

Cerroni et al. 
[22] 

Comparative analysis of cloud-based 
service performance 

Response time Limited applicability to diverse 
edge devices 

Ding et al. 
[19] 

Cooperative game theory for resource 
optimization 

Resource allocation efficiency, 
Workload balance 

Scalability challenges in large-
scale, dynamic environments 

Virtualization 
Techniques 

Zhang et al. 
[26] 

Chunk reuse mechanism (CRM) for 
container updates Data transmission reduction, Update 

efficiency 

Limited effectiveness in scenarios 
with diverse or rapidly changing 
application requirements 

Valsamas et 
al. [23] 

Virtualization Technology Blending 
(VTB) 

User capacity, Resource utilization Potential overhead and increased 
system complexity 

Wang et al. 
[24] 

Virtualization Technology Blending  
(VTB) 

Resource utilization, Orchestration 
efficiency 

Potential overhead and increased 
system complexity 

Edge 
Resource 
Management 

Chiang et al. 
[27] 

Comprehensive analysis of service 
orchestration and resource management Latency, Throughput May require frequent updates to 

maintain relevance 

Soumplis et 
al. [30] 

Mixed-integer linear programming, 
Greedy algorithm, multi-agent rollout 
mechanism 

Resource allocation efficiency 
Computational complexity in large-
scale deployments or strict real-
time scenarios 

Gharbaoui et 
al. [28] 

SDN-based orchestration VM allocation efficiency, Resource 
utilization 

Challenges in environments with 
limited SDN support 

 

III. REVIEW PROCEDURE 

The procedures required for conducting an SLR are 
outlined in [31], which we have used as an outline for this 
study. To systematically organize and document the 
selection process, we employed the preferred reporting 
items for systematic reviews and meta-analyses 
(PRISMA) model, which ensures a transparent and 
replicable methodology for conducting systematic 
reviews. This SLR was divided into three phases, as 
shown in Fig. 1. 
1) Planning phase 

In this initial stage, the RQs were clearly articulated 
and a comprehensive review strategy was formulated. 
This phase established the foundation for a systematic 
and unbiased selection process. 
2) Conducting phase 

This phase involved the selection of primary studies 
for review, ensuring a rigorous and unbiased approach 
through the following steps. 

 Search Strategy: A well-defined search strategy was 
designed to identify relevant primary research using 
appropriate search queries and reliable data sources. 

 Selection Standards: Studies were selected based on 
predefined inclusion and exclusion criteria, ensuring 
systematic differentiation between the included and 
excluded studies. 

 Quality Indicators: The quality of the selected 
studies was assessed using established benchmarks 
to ensure their reliability and relevance. 

 PRISMA: The PRISMA framework was applied to 
document the study selection process, including 
identification, screening, eligibility assessment, and 
final inclusion in this review. 

3) Reporting phase 
In this final phase, the research questions were 

systematically addressed based on the findings of the 
selected studies, ensuring a transparent and 
comprehensive synthesis of the results. 
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The PRISMA model helps maintain rigor and clarity in 
systematic reviews, thereby enhancing reproducibility 
and credibility. 

 
Fig. 1. An outline of the systematic literature review procedure. 

A. Search Strategy 

To ensure a comprehensive and systematic literature 
review, we formulated targeted search phrases to identify 
relevant studies on edge-cloud orchestration within the 
MAPE-K framework. These search phrases were 
strategically constructed using Boolean operators 
(“AND” and “OR”) to enhance the retrieval of relevant 
publications. The primary search terms were categorized 
as follows: (“cloud” OR “edge” OR “collaboration”), 
(“monitoring” OR “analysis” OR “planning” OR 
“execution”), AND (“resource provisioning” OR “task 
allocation”). Once the search phrases were verified, we 
selected six prestigious electronic databases for literature 
retrieval, ensuring coverage across high-impact academic 
sources. The chosen databases included the following: 
 Science Direct 
 Springer Link 
 Wiley Online Library 
 IEEE Xplore Digital Library 
 ACM Digital Library 
 Taylor & Francis 
Using these databases, we conducted a structured 

search of research published within the past decade 
(2015–2024).  

B. Selection Standards 

To narrow down the number of publications and 
examine the most pertinent ones, this systematic review 
employed the inclusion and exclusion standards, outlined 
in Table III. First, search queries containing titles, 
abstracts, and keywords were included to select the 
related studies. Second, only studies conducted after 2015 
were included. Third, the most cited publications were 
considered, and fourth this work includes papers pertinent 
to the topic. As a result, the list of included publications 
has to be derived from a systematic search and contain 
novel or intriguing concepts related to the review topic. 
Conversely, a set of exclusion standards was developed to 
eliminate studies that were incompatible with the purpose 
of this SLR. Research not published in English was 
excluded. Less comprehensive research related to 
duplicate publications was disregarded. Articles 

published in conferences, symposiums, and workshops 
were excluded. Furthermore, publications that were 
unambiguously unrelated to the primary subject matter 
were excluded. After applying all exclusion standards 
(ES1–ES4), 89 publications were included in this 
evaluation. 

TABLE III: SELECTION CRITERIA 

Inclusion Standards (IS) Exclusion Standards (ES) 

IS1 Identification by the 
search queries ES1 Publication not in English 

IS2 Publications between 
2015 to 2024 ES2 Duplicate and irrelevant 

scope publications 

IS3 Most cited papers ES3 Publications in conferences,  
symposiums, and workshops 

IS4 Studies relevant to the 
topic ES4 Publisher not aligned with the 

study 
 
C. Quality Indicators (QIs) 

To ensure the rigor and validity of the selected studies, 
we conducted a comprehensive quality assessment based 
on a set of well-defined quality indicators (QIs), as 
outlined in Table IV. Each study was meticulously 
evaluated against these indicators to determine its 
relevance, methodological robustness, and potential 
impact on our research. The PRISMA flow diagram was 
used to systematically filter and assess studies, ensuring 
that only those meeting the predefined quality criteria 
were included in the final selection. Five quality 
indicators (QI1–QI5) were employed to assess the 
suitability of each study. 

TABLE IV: QUALITY ASSESSMENT RUBRIC 
ID QIs Response 

QI1 
Adherence to academic 
integrity standards 
through citations 

Influential contributions to the 
literature  

QI2 Applicability of 
research findings 

The relevance of the study to the 
present endeavor 

QI3 A precise description of 
the objective An explicit goal for the study 

QI4 Explicit methodology 

An in-depth delineation of the 
applicable model, assignment of task 
criteria during execution, 
performance metrics, and monitoring, 
analysis, planning, and execution 
techniques.  

QI5 Contrastive analysis Incorporation of a comparative 
assessment of relevant literature 

 
 Academic Integrity and Citation Influence (QI1): 

The extent to which the study adheres to academic 
integrity standards through proper citations and its 
contribution to the scholarly discourse. 

 Applicability of Research Findings (QI2): The 
relevance of the study’s findings in addressing the 
research objectives of the present investigation. 

 Clarity of Research Objectives (QI3): The presence 
of a well-defined research aim ensures a precise 
focus on the study's intended contribution. 

 Explicit Methodological Framework (QI4): The 
comprehensiveness of the study’s methodology, 
including the delineation of task distribution 
mechanisms, task allocation strategies, performance 
metrics, and the MAPE-K framework. 

 Comparative Analysis (QI5): The inclusion of a 
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contrastive assessment that contextualizes findings 
within existing literature, demonstrating thorough 
engagement with previous studies. 

D. PRISMA-Based Literature Selection Process 

To systematically organize and document the selection 
process, we employed the PRISMA model, which 
enhances methodological rigor, transparency, and 
reproducibility in systematic reviews. The PRISMA 
framework structures the literature selection into four key 
phases: identification, screening, eligibility, and inclusion. 
 Identification Phase: A total of 10,389 records were 

retrieved from the selected databases. At this stage, 
1,039 duplicate records (ES2) were automatically 
removed, and an additional 519 records were 
excluded based on the predefined ineligibility criteria. 
This filtering resulted in 8,831 records proceeding to 
the screening phase. 

 Screening Phase: The remaining 8,831 records were 
manually screened. A total of 4,416 records were 
excluded as conference or workshop publications 
(ES3). Consequently, 4,415 reports were retrieved. 
However, due to access restrictions and irrelevance, 

662 reports could not be retrieved, leaving 3,753 
reports for full-text assessment. 

 Eligibility Phase: A total of 3,753 full-text articles 
were evaluated for relevance based on predefined 
inclusion criteria. During this phase, 2,627 records 
were excluded because of non-English language 
publications (ES1) and publisher misalignment (ES4), 
reducing the selection pool to 1,126 full-text articles. 
A further 1,014 articles were excluded after a detailed 
assessment, ensuring that only high-relevance studies 
progressed to the final stage. 

 Inclusion Phase: Ultimately, 99 studies were selected 
for qualitative synthesis, comprising 89 journal 
studies and 10 SLRs. 
Following the PRISMA framework, this study 

ensures a systematic, unbiased, and reproducible review 
process, enabling a comprehensive evaluation of cloud-
edge orchestration methodologies in cloud-edge 
computing environments. Fig. 2 presents a visual 
representation of the systematic review process, 
illustrating the structured approach employed in this 
study using the PRISMA flowchart. 

 
Fig. 2. Systematic review roadmap via PRISMA. 

IV. RESULTS 

This comprehensive SLR explores the evolving 
domain of edge-cloud orchestration, focusing on key 
aspects from the MAPE-K perspective, including 
resource provisioning and allocation. A rigorous search 

strategy was employed to identify relevant studies, 
ensuring alignment with the study objectives through 
carefully formulated search keywords. The literature 
search was conducted across six prominent digital 
repositories—Science Direct, IEEE Xplore, SpringerLink, 
Wiley Online Library, ACM Digital Library, and Taylor 
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& Francis—selected for their strong academic credibility 
and extensive research coverage in the field.  

The initial search retrieved a total of 10,389 research 
articles, distributed as follows: IEEE Xplore (3,479), 
Science Direct (2,339), ACM Digital Library (1,726), 
SpringerLink (1,009), Wiley Online Library (894), and 
Taylor & Francis (942). To ensure the inclusion of only 
the most relevant studies, strict selection criteria were 
applied, leading to the final inclusion of 89 studies: 21 
from ScienceDirect, 15 from IEEE Xplore, 19 from 
SpringerLink, 13 from Wiley Online Library, 13 from 
ACM Digital Library, and 8 from Taylor & Francis. 
Furthermore, using quality indicator metrics, we 
identified 10 SLRs and 89 journal publications for an in-
depth analysis of the literature. 

Additional analyses were conducted to provide a 
comprehensive overview of publication trends. The 
publication timeline graph illustrates the progression of 
research output over the past decade, while the source 
distribution graph offers insights into the dissemination of 
knowledge across various academic communities and 
underscores the increasing scholarly attention toward 
cloud-edge orchestration.  

A. Publication Time 

The chosen studies were across-verified against the 
predetermined criteria to guarantee the validity of the 
results. These studies were conducted in the past decade. 
Notably, the highest number of publications were 
recorded in 2022 and 2023. There has been a noticeable 
increase in research in 2023 compared with previous 

to 2024 were 2, 2, 3, 4, 12, 10, 8, 18, 22, and 8, 
respectively. The observed trend in the number of 
publications indicates that this research area has garnered 
significant attention in recent years and exhibited a 
notable growth trajectory. This suggests a promising 
future scope for further exploration in this field. 

 
Fig. 3. Studies retrieved from each year. 

B. Publication Sources 

Fig. 4 presents the distribution of the selected articles 
across the six major electronic databases for this review. 
Among these sources, ScienceDirect contributed the 
highest number of selected papers (21), followed by 
SpringerLink (19), IEEE Xplore (15), ACM Digital 
Library (13), Wiley Online Library (13), and Taylor and 
Francis (8). Notably, SpringerLink and ScienceDirect 
emerged as the most significant contributors to this 

review, highlighting their extensive coverage of cloud-
edge orchestration research. 

Additionally, a key observation from IEEE Xplore and 
ACM Digital Library is the substantial presence of 
IEEE/ACM Transaction papers, which play a crucial role 
in advancing research in this field. Specifically, we 
selected 15 papers from IEEE Xplore and 13 from the 
ACM Digital Library, of which 16 are IEEE/ACM 
Transactions. These transaction papers are highly 
regarded for their rigorous peer-review processes and 
significant contributions to theoretical advancements, 
system architectures, and performance evaluations. Their 
inclusion enhances the credibility and depth of this SLR 
by providing well-validated insights into cloud-edge 
orchestration and ensuring a comprehensive 
understanding of recent developments. 

This distribution highlights the varying degrees of 
relevance and coverage of the selected research topics 
across different digital repositories. The presence of high-
quality contributions across multiple sources reinforces 
the importance of diverse literature in capturing the full 
spectrum of research on edge-cloud orchestration and 
resource management.  

 
Fig. 4. Contributions from diverse sources. 

V. DISCUSSION 

This section presents a comprehensive evaluation of 
the studies included in this review, meticulously 
categorizing their outcomes in alignment with the RQs in 
Table II. Section A delves into the MAPE-K approach, a 
tool employed to assess the performance of cloud-edge 
orchestration techniques. Subsequently, Section B 
outlines the pertinent performance metrics for 
orchestration within collaborative cloud-edge 
environments. Section C describes the task distribution 
between cloud and edge computing as determined during 
execution. Section D discusses outstanding issues and 
difficulties encountered. The prospects and emerging 
trends in cloud-edge computing are finally revealed in 
Section E. 

A. To What Extent Does The MAPE-K Framework 
Effectively Assess the Performance of Collaborative 
Cloud-Edge Techniques? (RQ1) 

The MAPE-K approach coordinates the monitoring, 
analysis, planning, and execution of the task distribution 
processes. The knowledge base of the framework stores 
information about the edge and cloud resources, task 
requirements, and the performance metrics. It is used in 
cloud and edge computing to enable distributed decision-
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making. This loop comprises four primary components: 
monitoring, analysis, planning, and execution. The 
monitoring component extracts data from the edge nodes 
of the network. It collects data on the resource usage of 
edge and cloud assets, such as “CPU utilization,” 
“memory usage,” and “network bandwidth” usage. It 
analyzes resource usage data to identify potential over- or 
under-provisioning of resources. The data were then 
analyzed to determine the state of the environment at the 
time and to identify possible areas for improvement or 
optimization. It evaluates the effectiveness of the current 
task allocation techniques using the performance metrics 
retained in the knowledge base. It determines tasks that 
are not being processed efficiently (such as a CPU-
intensive activity being executed on a resource with 
limited CPU capacity) or executed on the incorrect 
resource (such as latency-sensitive work being executed 
on the cloud). Subsequently, a new task distribution plan 
was developed using a knowledge database that balanced 
resource provisioning. Finally, actions are taken based on 
these plans to validate the plan's efficacy. The execution 
component considers the task requirements, resource 
utilization, and performance measures when executing 
task between the cloud and edge. It enables dynamic 
decision-making interactions among network nodes, as 
depicted in Fig. 5. As all nodes can interact, making 
decisions collaboratively without depending on the 
controller is easy to achieve. 

 
Fig. 5. Dynamic decision-making loop. 

1) Monitoring 
Monitoring systematically reviews, perceives, and 

controls the operational workflows in cloud-based system 
infrastructures. It emphasizes different aspects and 
techniques in a cloud-edge context. It gathers data from 
the surrounding environment and compares them with  
expectations. This allows system performance to be 
evaluated, allowing for the identification of changes and 
corrections to maintain the system performance. 
CloudWatch, a service offered by AWS, is a well-known 
example [32]. Manual or automated management 
strategies ensure the reliability and efficiency of Internet 
platforms, servers, software applications, and other cloud 
platforms. Researchers have proposed monitoring 
frameworks and architectures primarily for cloud-edge 
orchestration to monitor and manage data flows, resource 
usage, performance measures, and security [33]. These 
studies considered using monitoring tools and techniques 
to monitor and analyze data in real-time, recognize 
performance bottlenecks, determine security threats, and 

improve resource allocation [34–36]. Table V 
summarizes the work done in the field of monitoring. 

TABLE V: RELATED STUDIES ON MONITORING 

Study Key Findings Focus Limitations 

[36] 
Monitor the performance of 
cloud-edge applications with 
high accuracy  

Performance 
monitoring 

Limited 
accuracy 

[37] 
Provide comprehensive 
security monitoring with 
broader coverage 

Security 
monitoring 

Limited 
coverage 

[38] 
Reduce data collection latency 
and improve scalability 

Data collection 
Limited 
scalability 

[39] 
Reduce data storage overhead 
and improve data access speed  

Data storage 
High 
overhead 

[40] 
Collect data while preserving 
privacy with acceptable 
latency overhead 

Privacy-
preserving data 
collection 

High 
latency 

[41] 
Detect anomalies in cloud-
edge collaboration with a low 
false positive rate.  

Anomaly 
detection 

High false 
positive rate 

[42] 

Enable self-monitoring in 
collaborative cloud and edge 
computing with reduced 
complexity. 

Self-monitoring High 
complexity 

[43] 
Enable federated learning with 
improved communication 
efficiency 

Federated 
learning  

Limited 
communicat
ion 
efficiency 

[44] 
Allocate resources efficiently 
with reduced computational 
overhead 

Resource 
allocation  

High 
computation
al overhead 

[45] Schedule tasks adaptably to 
improve resource utilization 

Task 
scheduling 

Limited 
adaptability 

 
2) Analysis 

Analysis is the process of understanding the 
performance of a system after implementation. It is 
performed on collected information to check whether it 
fulfills the system's goals [46]. It examines anomalies and 
discrepancies that occur during the execution of the 
system and then performs the corresponding corrective 
measures to fix them. In a hybrid cloud environment, data 
are processed in the cloud and at the edge, close to the 
data source [47]. This enables real-time processing and 
analysis to take place. Various technologies have been 
explored for cloud-edge orchestration [48, 49]. Fantacci 
and Picano [50] proposed a federated learning framework 
for Mobile Edge Computing (MEC) networks that 
enables multitasking in a distributed environment. Tefera 
et al. [51] have explored multi-access edge computing 
networks and also worked on congestion-aware adaptive 
decentralized computational offloading to control high 
traffic issues in edge computing networks. Recent studies 
[52–54] described privacy preservation using machine 
learning and data analytic methodologies, respectively, in 
cloud-edge contexts, whereas Tang et al. [55] examined 
anomaly detection using a distributed knowledge 
distillation framework in a cloud-edge scenario. The 
developments that have taken place in the analysis field 
are listed in Table VI. 

TABLE VI: RELATED STUDIES ON THE ANALYSIS 
Study Key Findings Focus Limitations 

[51] 

Develop a federated 
learning framework for 
federated multitask 
learning in cloud-edge 

Federated learning, 
multitask learning, 
cloud-edge 
computing 

Increased 
complexity in 
coordinating and 
managing 

International Journal of Electrical and Electronic Engineering & Telecommunications Vol. 14, No. 3, 2025

137



contexts. multiple tasks in 
a distributed 
setting 

[52] 

Design a real-time 
stream processing 
framework for low-
latency data analysis in 
collaborative cloud and 
edge. 

Real-time stream 
processing, Cloud-
Edge computing 

Challenges in 
handling high-
volume and high-
velocity data 
streams 

[53] 

Propose a federated 
learning approach for 
privacy-preserving 
using machine learning 
in cloud-edge 
environments. 

Federated learning, 
Privacy-
preservation, and 
machine learning 

Increased 
communication 
overhead 
compared to 
traditional 
centralized 
machine learning 

[54] 

Design a privacy-
preserving edge 
analytic framework for 
secure data processing 
in IoT networks.  

Privacy-preserving 
data analysis, Edge 
computing, and IoT 
networks 

Increased 
computational 
overhead due to 
privacy-
enhancing 
mechanisms 

[55] 

Develop a distributed 
machine learning 
framework for real-
time anomaly detection 
in IoT sensor data. 

Edge computing, 
and Distributed 
machine learning 

Limited 
scalability for 
large-scale IoT 
deployments 

 

3) Planning 
Effective planning is crucial for the design and analysis 

of a system. Proper planning helps resolve issues that 
have been identified after the analysis of data or systems 
[56]. It optimally utilizes the resources shared between 
the cloud and edge nodes and delivers data services to 
consumers in a timely manner. A comprehensive body of 
literature has explored various aspects of hybrid cloud 
systems [57–59]. For instance, Mach and Beevar [60] 
examined the effect of planning on the performance of 
mobile devices using application offloading in MEC. The 
authors proposed a power control system for real-time 
applications that considers the performance and energy 
consumption of edge devices. In contrast, Wang et al. [61] 
devised a solution for the scalability of dynamic 
workloads in multi-tenant edge environments. 
Furthermore, for the optimal distribution of tasks, Durga 
et al. [62] proposed a data-flow-driven mechanism for 
global heterogeneous systems, whereas Vinothkumar et 
al. [63] designed an energy-efficient and reliable data 
collection mechanism using IoT and smart grids. 
Moreover, recent studies have explored different aspects 
of security and scaling techniques in cloud-edge 
computing contexts. Lampropoulos and Siakas [64] 
reviewed security and privacy, while Dogani et al. [65] 
surveyed auto-scaling techniques in container-based 
cloud and edge computing. A representation of the most 
recent research in the planning field is depicted in Table 
VII. 

TABLE VII: RELATED STUDIES ON PLANNING 
Study Key Findings Focus Limitations 

[61] 

Investigating the 
impact of planning 
on edge device 
performance and 
battery life 

Edge device 
profiling, 
performance 
optimization, and 
energy consumption 
analysis 

Challenges in 
accurately 
modelling device 
performance and 
battery life 

[62] 
Optimizing data 
placement and 

Cloud-edge resource 
allocation, data 

Uncertainty in 
workloads and 

movement for cost-
efficiency and 
latency minimization  

partitioning, and 
data replication 

network 
conditions 

[63] 

Designing energy-
efficient data 
planning algorithms 
for edge devices 

Energy consumption 
minimization, task 
scheduling, and 
resource utilization 

Heterogeneity of 
edge devices and 
data formats 

[64] 

Improving data 
privacy and security 
in cloud-edge 
environments 

Secure data storage. 
Access control, data 
encryption  

Balancing 
security with 
performance and 
cost-efficiency 

[65] 

Examining auto-
scaling approaches 
for anticipating 
future resource 
demands and 
workload patterns 

Scaling techniques, 
resource forecasting, 
and adaptive data 
management 

Complexity of 
predictive models 
and uncertainty in 
future directions 

[66] 

Developing scalable 
planning solutions 
for dynamic cloud 
edge computing 
environments  

Scalability, 
workload 
adaptation, and 
resource 
optimization 

Real-time 
requirements and 
uncertainty in 
resource 
availability 

 

4) Execution 
After collecting information from IoT devices, it is 

analyzed, planned, and executed according to consumers' 
requirements. Several investigations have been conducted 
in the direction of execution in an integrated cloud-edge 
context [67–69]. To optimally utilize resources and 
maintain the real-time performance of cloud-edge 
computing, Maenhaut et al. [70] reviewed resource 
management in a containerized cloud system, whereas Du 
et al. [71] explored data placement strategies to maximize 
resource utilization and minimize latency in 
heterogeneous edge-cloud computing systems. 
Rawashdeh et al. [72] proposed a security framework for 
the quantum-as-a-service (QaaS) model. This model was 
designed to process massive amounts of data in an 
intelligent transport system that provides improved 
decision-making and predictions. Gajmal and 
Udayakumar [73] explored privacy-and utility-assisted 
data protection strategies for secure data sharing and 
retrieval in cloud-edge systems. Additionally, Zhou et al. 
[74] reviewed the existing literature on production and 
operation administration for intelligent manufacturing 
and outlined crucial issues and research directions. Bao 
and Guo [75] proposed a federated learning framework to 
maintain privacy in collaborative cloud-edge systems. 
Moreover, Chen et al. [76] exploited a deep 
reinforcement approach for optimal task scheduling in a 
collaborative cloud-edge environment. The most recent 
investigation on execution in a cloud-edge scenario is 
presented in Table VIII. 

TABLE VIII: RELATED STUDIES ON EXECUTION 

Study Key Findings Focus Limitations 

[70] 

Explore resource 
management techniques for 
cloud-edge environments 
that optimize resource 
utilization and ensure real-
time performance. 

Resource 
management in 
cloud-edge 
environments 

Lack of real-
world 
deployments and 
evaluation 

[71] 

Propose a dynamic data 
placement strategy for 
hybrid cloud environments 
to minimize latency and 
maximize resource 

Data 
partitioning and 
placement 

Heterogeneity of 
hardware and 
software 
platforms 
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utilization. 

[72] 

Design a secure data 
consistency mechanism for 
cloud-edge contexts that 
guarantees data integrity 
while minimizing 
communication overhead. 

Security and 
fault tolerance 

Dynamic and 
unpredictable 
workloads 

[73] 

Investigate security and 
privacy issues in cloud-
edge collaboration and 
propose a secure data 
execution framework. 

Security and 
privacy 

The complexity 
of managing 
security and 
privacy across 
multiple domains 

[74] 

Survey the existing 
literature on production and 
operation management in 
collaborative cloud edge 
and identify key challenges 
and research directions. 

Overview of 
data execution 
in collaborative 
cloud-edge 
environments 

Lack of 
comprehensive 
solutions for all 
challenges 

[75] 

Propose a federated 
learning framework for 
cloud-edge environments to 
enable collaborative 
machine learning without 
compromising privacy. 

Federated 
learning in 
cloud-edge 
environments  

The limited 
scalability of 
federated 
learning 
algorithms 

[76] 

Develop a task scheduling 
algorithm for cloud-edge 
contexts, considering 
latency and resource 
constraints. 

Task scheduling 
and resource 
allocation 

Unreliable and 
bandwidth-
constrained 
network 
connectivity 

B. How Can We Measure the Performance of Cloud-
Edge Orchestration? (RQ2) 

The following section first articulates the 
categorization of quantifiable performance measures 
according to the MAPE-K loop, and then their mapping 
corresponds to the existing literature on cloud-edge 
computing. 
1) Nomenclature of performance metrics 

 
Fig. 6. Categorization of performance metrics for evaluating cloud-edge 

orchestration. 

The performance metrics of an IoT application depend 
on the computing model in which it is organized. For 
example, in edge computing, the resiliency of IoT 
appliances in executing offloaded tasks is an essential 
hurdle because of their limited computation capacity [32]. 
In contrast, resource availability is guaranteed in cloud 
computing. However, each performance statistic is 
considered to have a different extent. Edge computing 
approaches adopt some traits from centralized computing 
to resemble the potential performance measures. Specific 
metrics are standard on the edge and cloud, whereas 
others are classified separately according to particular 
requirements. For instance, resource usage can be 
assessed in terms of containers and VMs, depending on 

the relevant cloud. This inspired the creation of Fig. 6, 
which presents a taxonomy of the identified performance 
measures for the collaborative cloud. 
 Monitoring metrics 

Various monitoring metrics, such as resource 
utilization, response time, QoS, and service level 
agreement (SLA), energy consumption, latency, and 
throughput, play vital roles in cloud-edge orchestration. 
Resource utilization metrics measure the deployment of 
physical and virtual resources [77]. The response time is 
the total time required to complete a task. This helps to 
recognize and uncover particular inefficiencies to 
improve processing time. Metrics related to QoS and 
SLA measure the quality of service and service level 
agreement a company provides to the customer according 
to their requirements. Energy consumption is the amount 
of energy utilized by a system over time. Moreover, the 
latency metric measures the time required for data packet 
transmission between the sender and receiver, whereas 
throughput is used to calculate the data transfer rate over 
time. 
 Analysis metrics 

Analyzing metrics is used to predict the monitoring 
parameters. Most of these metrics are prediction- and 
time-series-based and can be observed using various 
machine-learning methods. These metrics are based on 
statistical analysis measurements, which include several 
techniques for collecting and analyzing data to identify 
the trends, patterns, and relationships. The statistical 
analysis included descriptive methods such as mean, 
median, and variance, and inferential analysis methods 
such as Analysis Of Variance (ANOVA) and t-tests. 
Moreover, it includes prescriptive analysis methods such 
as simulation, graph analysis, and algorithms; predictive 
analysis techniques such as data mining, modelling, and 
artificial intelligence; causal analysis techniques such as 
software quality assurance; exploratory analysis methods 
such as hypothesis testing, finding errors; and 
mechanistic analysis. 
 Planning metrics 

Planning is fundamentally based on optimization 
decisions, such as VM placement and migration. This 
was performed after monitoring and analysis. It involves 
several metrics, such as orchestration decisions, 
contradictory decisions, scalability, and competition ratio, 
which play significant roles in the planning domain. 
Orchestration decision metrics make scaling, 
computations, and application decisions. It decides which 
application should run at the edge and which should be 
sent back to the cloud. These decisions rely on the 
prevailing network infrastructure and resources in 
collaborative cloud-edge computing environments. 
Contradictory decisions refer to overturning already made 
decisions owing to errors in those decisions. After the 
decisions are applied, the scalability metrics measure the 
time taken to attain a balanced and productive state. 
These fall under the general category of adaptation time, 
which displays the potential capacity of the orchestration 
to be compressed and respond to the workload. This 
phenomenon can be observed when the quantity of 
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resources in a cloud environment or edge infrastructure 
increases. Moreover, another metric, that is, the 
competition ratio, describes it as the proportion of 
resources competing to fulfil a request or vice versa. 
 Execution metrics 

Execution occurs after monitoring, analysis, and 
planning. This is the ultimate stage, during which 
orchestration operations are performed. Several metrics 
are related to execution, such as orchestration actions, 
provisioned decisions, deprovisioning decisions, cost, 
profit, security, and privacy. The first metric is the 
orchestration of actions relevant to the automation and 
administration of the cloud infrastructure. This metric 
involves setting, installing, and administrating resources 
such as VMs, database servers, and storage platforms. 
The second metric is the provisioned decision metric, 
also known as the deployment metric. These are 
resources allocated to specific tasks or applications 
throughout the runtime. Deprovisioning metrics are 
defined as the number of resources released when they 
are not required for a long period. The cost metric is 
defined as the monetary or complexity cost that the user 
or service provider experiences during the runtime of an 
orchestration technique. The next metric is profit, which 
is defined as the revenue retained by the effective 

utilization of the orchestration approach. Finally, the 
security and privacy metric can be described as the 
orchestration's ability to preserve information and 
authorized amenities from unauthorized access. 
2) Mapping of performance metrics 

The measures outlined in the literature for optimizing 
collaborative cloud edge computing environments are 
listed in Table IX. The spatial distribution of metrics in 
the table indicates which measures are most prominent. 
The most commonly evaluated metrics are the efficient 
use of resources, response time, energy expenditure, and 
cost, which are all measurable via the monitor in the 
MAPE-K loop. The diversity of analyzer-related 
measures, which are essentially statistical metrics, is 
more constrained. Planner-related metrics are essential 
because contradictory decisions can significantly affect 
the orchestration performance, even though the executor 
phase frequently overrides such choices. Cost is a well-
studied metric in the cloud computing literature. 
Although conducting cost assessments in such a dynamic 
and federated context is challenging, their evaluation in  
cloud-edge orchestration could be more comprehensive in 
the future. The monitor and executor are the primary 
evaluation points for most metrics because of their 
connections with the outside world. 

TABLE IX: MAPPING OF PRELIMINARY TAXONOMY WITH THE CONTEMPORARY LITERATURE 

Performance Evaluation Metrics 
Study 

[78] [79] [80] [81] [82] [83] [84] [85] [86] [87] [7] [88] [89] [90] [91] [92] [93] 
Resource Utilization                  
Task response time                  

QoS/ SLA                  
Energy Consumption                  

Latency                  
Throughput                  

Statistical Analysis Measurements                  
Orchestration Decision                  
Contradictory Decision                  

Scalability                  
Competition Ratio                  

Orchestration Actions                  
Provisioned Resources                  

Deprovisioned Resources                  
Cost                  
Profit                  

Security & Privacy                  
 

C. What Mechanisms Determine the Optimal 
Distribution of Tasks Between Cloud and Edge Nodes? 
(RQ 3) 

Edge computing is a propitious approach that exploits 
the potential of resource-intensive applications on IoT 
devices by moving computing power to cloud 
infrastructure. However, restricted computing resources 
are a significant liability. It is difficult to determine the 
ideal computing power for edge computing and the 
optimal number of servers to be installed at the edge. 
Finding a balance between over- and under-provisioning 
is vital for addressing cloud adoption issues. To access 
optimal task distribution mechanisms, the following 
section discusses resource balancing between cloud and 
edge nodes and the task distribution strategies. The 
allocation of more resources than required results in over-

provisioning, whereas the allocation of fewer resources 
results in under-provisioning. It is not easy to maintain 
QoS while balancing over- and under-provisioning. The 
possible solutions to balance between these two are as 
follows: (i) Deploy abundant fixed resources by 
increasing the number of servers at the edge node. (ii)  
Collaborating resources between different clouds. 
1) Deployment of Abundant Resources 

The main benefit of deploying abundant fixed 
resources is that it will ease the handling of 
overwhelming workloads. However, estimating the 
abundance of these resources is challenging. In addition, 
deploying abundant resources wastes resource costs and 
resource utilization. Furthermore, it may contend with the 
issue of both over-and under-provisioning. Therefore, 
instead of deploying a fixed amount of hardware 
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resources, which involves a high probability of resource 
wastage, the alternate option is to deploy a few hardware 
resources on the edge server and tenant the rest from the 
cloud server [94]. The benefits of cloud-edge 
orchestration are twofold: (i) the probability of loss of 
profit decreases, and (ii) the probability of resource 
wastage also decreases (because the cloud resources are 
available on a demand basis as well as on a pay-per-use 
basis). Fig. 7. represents the architecture of a cloud-edge 
collaboration. 

 
Fig. 7. Cloud-edge collaboration architecture. 

2) Collaboration between cloud and edge using VMware 
strategies 

One of the most prevalent cloud-based services is VM 
provisioning, especially because cloud computing 
stipulates a broad spectrum of attributes, allowing Cloud 
Service Providers (CSPs) and Cloud Service Users 
(CSUs) to adapt their computational capacity to meet 
operational requirements [95]. CSUs can procure VM 
instances through spot bidding, on-demand, or 
reservations. Contractual agreements (often 1 to 3 years) 
are required to purchase reserved VM instances, which 
have a high maintenance cost, although pervasive 
consumption of reserved VMs is also accessible via huge 
discounts [96]. Reserved VMs with extensive 
consumption can reduce the total expenditure by as much 
as 38% annually. Similarly, saving 60% of the total 
expense is possible by reserving VMs for three years. 
However, the varying workload and unpredictability of 
the shortened request wait times sometimes render it 
undesirable to acquire all VMs on a reservation basis. 

In contrast, on-demand instances of VMs can be 
purchased whenever required. Compared to reserved VM 
instances, the cost of per-time quantum tenancy for on-
demand VMs is more significant than usual. If a VM 
instance is only used for a few hours per day or a couple 
of days per month, on-demand instances are the ideal 
substitute [97]. Online auctioning is an alternative for 
procuring spot instances; however, it does not ensure 
availability. Therefore, this study did not examine such 
instances. When assessing the effects of leasing plans, we 
contemplated the possibility of a Software-as-a-Service 
(SaaS) provider because a CSU may seldom use its 
reserved VMs. This provides an alternative to traditional 
leasing, wherein customers can use the service on 
demand. In this way, the CSU can purchase a certain 
amount of computing power and pay only for the amount 

it uses. SaaS providers lease VMs from infrastructure 
providers, such as Amazon EC2, to host IoT device 
services [98]. In load fluctuation (varying workload 
demand by users), cloud service providers use a short-
term rental model for temporary needs based on the on-
demand VM's pay-per-hour usage. 

D. What Are the Open Issues and Preliminary 
Challenges of Cloud-Edge Orchestration? (RQ4) 

Cloud computing is an astonishing technology that has 
the potential to provide a range of assets to its tenants; 
however, it can be limited by the computing resources in 
edge computing. To overcome this limitation, tenants can 
lease resources from cloud data centers [95]. However, 
this arrangement poses challenges. These challenges  
include the costs associated with leasing resources from 
remote locations and ensuring compatibility between 
resources from different providers. It is crucial to 
consider these challenges when deciding on the necessary 
resources for an application to ensure optimal 
performance. This section highlights the associated 
challenges that must be addressed before adopting edge-
cloud collaboration for mainstream use.  
1) Distribution of tasks between edge and cloud 

Contemporary researchers advocate different task 
distribution techniques for overwhelming workloads. 
Some advocate that delay-sensitive tasks should be 
offloaded to edge computing, assuming that it has 
sufficient computing resources [99]. However, edge 
computing resources can also suffer under-provisioning 
during the overwhelming workload of delay-sensitive 
tasks. Some studies have suggested complex optimization 
models for the distribution of tasks between the edge and 
cloud, using offline scheduling algorithms to achieve 
different objectives. For instance, overall waiting time 
reduction tasks, overall makespan reduction, latency 
minimization, and efficiency maximization. However, the 
critical issue with such systems is deciding when to 
execute such optimization models, that is, every minute 
or every hour. In addition, it would unnecessarily 
increase the waiting time for certain tasks. Moreover, it 
would require prioritization of tasks, which would induce 
indiscrimination. Similarly, some approaches suggest 
multilevel feedback queues for reducing the starvation of 
delay-tolerant tasks [100]. However, a critical issue with 
such systems is when to upgrade the priority status of 
delay-tolerant tasks. 
2) Measuring the impact of offloading on system 

performance 
Edge computing aims to optimize the perks of 

offloading by serving as an alternative to conventional 
centralized computing. However, precisely assessing the 
benefits of offloading is difficult because of multiple 
factors. These include differences in the transmission rate 
of the network, variations in the processing capacity of 
remote VMs, and fluctuations in the assortment of 
instructions in the task. Furthermore, the edge may offer 
distinct VM types and cloud-based service providers, and 
the performance variations of these machines may not be 
equally pronounced.  
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In a virtual box, we performed basic experiments using 
two different types of VMs to illustrate the impact of 
different VM sizes [101]. The first VM had a CPU speed 
of 3.2 GHz, whereas the second one has a speed of 2.5 
GHz. We examined an example application, bubble sort, 
with a worst-case time complexity of O(n2). Fig. 8 shows 
the execution times for both VMs using four sets of 
random numbers. According to the trial results, there was 
no significant difference in the performance of the two 
VMs. This indicates that there is no 28% increase in the 
execution time of the 3.2 GHz CPU virtual machine over 
the 2.5 GHz core CPU machine. However, deep learning 
and other applications with exponential execution times 
exacerbate this issue. Hence, rigorous tools should be 
designed to estimate the performance of tasks on VMs so 
that users can be assured of the offloading benefits. 

 
Fig. 8. Execution time of bubble sort on different size virtual machines. 

3) Pricing model 
The tenanting costs of resources can vary among 

different cloud infrastructure service providers. For 
instance, Amazon provides its virtual machine instances 
in reserved, on-demand, and spot bidding forms [98]. In 
addition, these instances are available at per-ten-minute 
or per-hour lease costs. On-demand instances can be 
acquired without upfront costs or long-term commitments. 
In contrast, reserved instances require high upfront costs 
and long-term obligations (e.g., three years). 
Consequently, such instances are available at discounted 
rates compared to the on-demand instances. However, the 
under-utilization of reserved instances can cost more than 
on-demand instances because of the fixed monthly 
charges. Therefore, deciding on an optimal leasing plan is 
challenging. 
4) Privacy  

The collaborative dissemination of dynamic data 
between edge and cloud data centers increases the 
probability of cloud vulnerabilities, as cloud data centers 
may be located in different countries with different 
security and privacy policies. 
5) Mobility management  

Data processing is hindered when a user moves from 
the proximity of one data center to another. In this case, 
tracking the processing status of the user's task and 
resuming it at another data center is not easy. The 
European Telecommunications Standards Institute (ETSI) 
standard advocates three task relocation schemes [85]. 
First, task state relocation suggests stopping and 

resuming the task at the target location. The second 
approach relocates every possible volunteer task to the 
intended server within the MEC. Meanwhile, the task 
remains active on the original server until it is transferred. 
Third, the mechanism is optional and feasible only with 
cloud support. Thus, rigorous efforts must be made to 
provide seamless services during the move. 
6) Resource requirement estimation 

The edge service providers can lower leasing costs by 
utilizing various auto-scaling mechanisms, such as 
response time-based auto-scaling systems, threshold-rule-
based auto-scaling methods, or trade-offs between 
services and waiting costs-based approaches [102]. 
However, such systems are either application-specific or 
service-level agreement-specific. Moreover, unpredictable 
workload arrivals can degrade the performance of auto-
scaling systems. In addition, the significant setup time of 
VMs would further aggravate the miseries of the edge 
service providers because the service provider has to deal 
with the existing machines during VMs. Hence, it is 
challenging to deal with unpredictable workloads when 
the VM startup time is significant for maintaining the 
QoS for end users. 

E. What Are the Opportunities and Future Trends in 
Cloud-Edge Orchestration? (RQ5)  

Despite these challenges, there remains a small 
window of opportunity. Some of them are covered in this 
subsection. 
1) Expansion of effective performance measures 

A significant hurdle in the orchestration between edge 
and cloud environments is the creation of effective 
measures to evaluate the effectiveness of optimization 
techniques. This is crucial because it allows practitioners 
and researchers to evaluate different optimization 
strategies and adjudicate the most effective strategy for a 
particular application. Numerous aspects must be 
considered when implementing performance metrics for 
edge and cloud orchestration. Although researchers have 
developed several performance measures in this direction, 
no commonly accepted measure has been established. 
Therefore, further research is required to develop and 
standardize edge and cloud orchestration performance 
metrics. 
2) Assessing novel approaches to resource allocation 

and scheduling 
The integration of cloud and edge computing faces 

several challenges, such as latency issues in cloud 
computing, the distributed nature and limited 
computational capacity of edge computing, and the 
dynamic nature of IoT workloads. To resolve these issues, 
experts are exploring new techniques such as deep 
reinforcement learning, game theory algorithms, and 
federated learning algorithms. These unique algorithms 
improve the effectiveness and performance of 
collaborative cloud-edge systems. 
3) Employment of secure and private data distribution 

policies  
Collaborative clouds depend on data security and 

privacy. It is essential to protect personal information 
collected and processed by edge devices from 
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unauthorized access. There is a higher chance of 
eavesdropping when data are shared between cloud and 
edge devices. Researchers are developing various 
strategies to transfer sensitive data between the edge and 
the cloud. More efforts are required to evolve and 
optimize secure and private data transfer mechanisms to 
facilitate cloud-edge orchestration. Moreover, researchers 
must establish standards and guidelines for the secure and 
private use of cloud-edge orchestration. 
4) Deployment and management tools  

Various frameworks and tools, such as edge 
orchestration platforms, cloud-edge data management 
tools, and edge-cloud security solutions, are required to 
implement and maintain cloud-edge orchestration 
systems. They enable the automation of many complex 
tasks in the establishment and management of 
orchestration of edge-cloud systems. They also support a 
broader range of edge devices and applications. 
Furthermore, new frameworks and technologies have 
been specifically designed to address several edge-cloud 
orchestration applications. By developing new and 
improved frameworks and tools for edge-cloud 
cooperation, we can make it easier for users to deploy, 
manage, and benefit from this exciting new paradigm. 

VI. CONCLUSION AND FUTURE WORK 

Cloud-edge orchestration involves the management 
and collaboration of resources and tasks across the cloud 
and edge computing systems. It optimizes the distribution 
and management of data and processes across edge and 
cloud environments, resulting in enhanced performance 
and reliability. It is becoming a more widespread 
technology in this rapidly changing digital world because 
it integrates the advantages of edge computing, such as 
low latency and real-time performance, with cloud 
computing, which offers enormous processing 
capabilities. The primary objective of this SLR is to 
provide insights into the adoption of cloud-edge 
orchestration techniques in both industry and academia. 
We meticulously explored the systematic literature by 
utilizing the search terms listed in Fig. 2 and the 
PRISMA model to conduct an extensive review, resulting 
in 10,389 records from the past ten years. These were 
then narrowed down to 89 studies and 10 SLRs. We 
provide an in-depth discussion of the research questions 
listed in Table I. The selected studies extensively 
examined several aspects of cloud-edge orchestration, 
such as resource provisioning, monitoring, analysis, 
planning, execution, performance assessment, and 
scheduling. 

This SLR provides valuable insight and diverse 
perspectives on the benefits and drawbacks of cloud and 
edge computing systems. We systematically assessed the 
study through an extensive evaluation using a structured 
review protocol. We briefly discuss a compilation of 
research summaries on collaborative edge-cloud 
computing environments. Additionally, we utilized the 
MAPE-K approach to evaluate the efficacy of cloud-edge 
orchestration methodologies and examined advancements 
in monitoring, analysis, planning, and execution across 

various fields. Furthermore, we categorized and mapped 
performance metrics to provide an extensive review of 
contemporary studies. To address the issue of over-and 
under-provisioning, we discussed the criteria for task 
scheduling between edge and cloud. Finally, we identify 
and discuss the associated challenges and propose future 
directions. 

As technology advances, cloud-edge orchestration is 
becoming increasingly popular in the technical industry 
and holds significant potential for further advancements 
in computing. Based on the outcomes of the research 
questions, this SLR concludes that collaboration between 
cloud and edge through orchestration techniques faces 
persistent challenges. To effectively alleviate these 
challenges, comprehensive and accurate performance 
metrics must be examined. Additionally, further research 
is needed on resource allocation, task distribution, and 
security considerations. In future work, to enhance the 
performance and efficiency in cloud-edge orchestration, 
we will concentrate on execution domain exploration and 
investigate the optimal way to distribute tasks across 
cloud and edge nodes. 
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