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Abstract—An analog network classifier based on a 
multiplier and non-linear functions is presented in this 
paper, executing binary classification on breast cancer cells, 
and categorizing biopsies as benign or malignant tumors. 
An off-chip learning on-chip inference methodology is 
proposed for implementing a feed-forward analog artificial 
neural network based on fundamental design analog block 
circuits, realized with the aid of 90 nm CMOS technology. 
These circuits are meticulously designed and fine-tuned at 
the transistor scale to meet design criteria while minimizing 
power consumption. Through Spice simulations, the basic 
analog blocks were developed, leading to the specification of 
the full-chip hardware neural network. The Monte Carlo 
analysis of the final circuit reveals that the network achieves 
96.85% accuracy and 0.9309 MCC on the Wisconsin breast 
cancer dataset, with a power consumption of 31.95 µW, and 
power supply rail of ±900 mV per analog circuit component 
and computational unit. The model effectively captures data 

patterns, providing stable, reliable, and robust predictions.  

Index Terms—Analog artificial neural network, very large-

scale integration, complementary metal-oxide 

semiconductor, breast cancer classification, multilayer 

perceptron 

I. INTRODUCTION 

Breast cancer remains one of the most common 

cancers and the leading cause of mortality among women 

worldwide. This spotlights the urgent need for early and 

efficient diagnostic methods. Over the past ten years, the 

use of Artificial Neural Networks (ANN) has developed 

in many disciplines [1]. They are particularly applied for 

classification, prediction, optimization, and associative 

memory [2–4]. ANN resulted from the admiration of how 

the human brain computes complex processes, which is 

entirely different from the way conventional digital 

computers do this [5]. Drawing their inspiration from 
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research on human brain functioning, ANNs are capable 

of learning from experience. 

An ANN is defined as an information processing 

system inspired by the functioning of the human brain to 

learn [6]. On the other hand, an analog implementation 

simply refers to the design and realization of a system 

using electronic components. Thus, the implementation 

of an Analog Artificial Neural Network (AANN) is then 

referred to as the design and realization of an information 

processing system inspired by the functioning of the 

human brain to learn using electronic components. 

ANNs are particularly attractive for Complementary 

Metal-Oxide Semiconductor (CMOS) Very Large-Scale 

Integration (VLSI) implementations because each parallel 

element (that is, neuron or synapse) is relatively realized 

with the aid of electronic components, allowing the 

complete integration of large networks on a single chip [7, 

8]. Multipliers, nonlinear functions (also called activation 

functions), and their derivatives are key elements in an 

Analog Very Large-Scale Integration (AVLSI) 

implementation of ANNs [9]. 

Breast cancer cells classification as malignant or 

benign tumors was chosen for the verification of this 

work. Hence, it will be necessary to find the best 

compromises of obtained analog structures through 

simulations in Cadence Virtuoso for achieving optimized 

circuits in mature 90 nm CMOS technology. The ANN 

studied in this work is based on the Multilayer Perceptron 

(MLP) architecture, whose learning phase uses the back-

propagation technique [10–12]. To validate this work, 

simulations will be made on the structure of the obtained 

analog breast cancer classifier using the above-mentioned 

technology in order to compare the obtained results with 

those found in the state of the art [7, 13–18]. 

Within this work, the use of feed-forward architecture 

is fundamental. Information flows in a unidirectional 

manner from input to output layers [19], allowing the 

model to capture, and analyze complex patterns and 
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features relevant to breast cancer detection. The MLP 

structure, known for its capability to handle intricate data 

relationships [20], is strategically applied to address 

challenges and opportunities inherent in precise breast 

cancer classification using analog neural networks. 
Most ANNs used for tasks such as pattern recognition 

and medical diagnosis are digital, meaning they rely on 
discrete data and numerical precision [20]. In contrast, 
AANN utilizes continuous values, offering advantages in 
modeling biological phenomena and handling subtle 
variations. AANN excel due to their robustness against 
noise and parallel processing capabilities. Additionally, 
they are more energy-efficient and adaptable, offering 
high-speed computation and chip dimension reduction, 
aligning better with biological principles. Using AANN 
for medical diagnostics, especially in breast cancer 
detection context, is relatively uncommon, making the 
research innovative and pioneering. This approach opens 
up new possibilities for achieving real-time diagnosis. 

Furthermore, the primary motive behind this research 
work is to enhance the early detection of breast cancer 
through the development of advanced computational 
methodologies. By leveraging an AANN tailored 
specifically for breast cancer detection, the research aims 
to achieve the ability to identify subtle indicators of 
malignancy at an earlier stage, potentially leading to 
improved patient outcomes and survival rates. The 
application of analog computing principles to the domain 
of medical analysis, particularly for breast cancer 
detection, seeks to optimize computational resources and 
potentially enable real-time diagnosis, which is critical 
for improving the accessibility of diagnostic procedures. 

The methods presented in some previous studies 

reported in literature have the following limitations: fixed 

weights without on-chip learning and use of a common 

source amplifier as a non-linear function; use of a Metal 

Oxide Semiconductor Field-Effect Transistor (MOSFET) 

operating only in weak inversion, resulting in low time 

response; use of unconventional architecture; low noise 

immunity; low speed; high complexity of the proposed 

systems; and complex communication between modules 

with respect to the operations performed by each circuit.  

This paper is organized as follows: a brief literature 

review is presented in Section II, followed by the 

mathematical background in Section III. Section IV 

highlights the AANN circuit design methodology used. 

Simulation results are presented in Section V. Section VI 

then focuses on the interpretation and validation of the 

obtained results. Finally, a brief conclusion and 

perspective for further studies are given in Section VII. 

II. LITERATURE REVIEW 

Studies in this area began to take shape in 2016, and a 

brief review will help facilitate an in-depth understanding 

of different methods deployed within this work. In 2016, 

Jouni et al. designed a low-complexity architecture for 

breast cancer classification by pattern recognition [21]. 

They also focused on determining the activation function 

that minimizes classification errors. In 2017, Hassan 

Jouni et al. designed a programmable signal generator to 

produce the desired input and output signals used to test 

breast cancer Integrated Circuits (ICs) [8]. These signals 

have amplitudes of 1 V and operate at frequencies up to 5 

kHz. In 2018, Hassan Jouni et al. designed a multiplier, 

an activation function, and its derivative used in the 

realization of a feed-forward ANN based on the MLP 

with a backpropagation algorithm under MATLAB 

Simulink [9]. In 2019, Hassan Jouni et al. implemented in 

MATLAB Simulink an AANN for the detection and 

classification of breast cancer based on non-ideal blocks 

with a classification error of 2.6% [10, 11].  
That same year, Akshay Jayaraj et al. designed a 

common source nonlinear function that consists of an 
NMOS transistor coupled to a PMOS transistor [13]. To 
this day, this nonlinear function is the most commonly 
used activation function in AANN. In 2020, Sanjeev T. et 
al. proposed a fully integrated AANN based on the 
common source amplifier for breast cancer classification 
through a hardware-software co-design methodology 
with about 96.59% accuracy operating at 1.1 V [15]. In 
2021, Alejandro Medina-Santiago et al. proposed a 
CMOS implementation of an AANN based on the 
optimization of an N-dimensional objective function 
having a 5-3-1 configuration architecture with a total 
power consumption of 46.08 mW [14]. In the same light, 
Gencer et al. proposed a paper focusing on the design and 
validation of an AANN [22]. In their work, basic building 
blocks of the AANN were constructed in UMC 90 nm 
technology, revealing that the AANN operates with a 
performance accuracy of 99.85% on the XOR gate. 

Additionally, Freeman et al. [23] reviewed the use of 

ANNs for detecting breast cancer across various imaging 

techniques, highlighting accuracy improvements and 

screening advancements. Mina et al. [24] reviewed 

machine learning techniques, shedding light on 

automation strategies particularly relevant to circuit 

design. Houssein et al. [25] proposed an optimized deep-

learning architecture for breast cancer diagnosis, 

integrating an improved marine predator algorithm to 

enhance performance. Concurrently, Ye et al. [26] 

introduced a method of analog deep neural network noise 

injection, ensuring stable prediction results despite 

parameter perturbations, which is vital for safety-critical 

applications. Ben Ahmed et al. [27] presented a hybrid 

UNET model for early breast cancer detection through 

ultrasound image segmentation, showcasing novel 

approaches to diagnosis. Lastly, Moges et al. [28] 

conducted a comparative analysis of ANN and support 

vector regression (SVR) models in predicting spray drift, 

contributing to environmental science research.  
Sedlakova et al. [29] suggested that digital methods in 

medical diagnostics enhance accuracy, but present 
complexity and high-cost challenges. In contrast, analog 
techniques are simpler, cost-effective and more reliable, 
yet face stability challenges. This work however captures 
complex non-linear relationships between input and 
output variables, enabling highly complex system 
modeling. Thereby, significantly improving accuracy, 
energy efficiency, and speed processing, making it 
worthy for breast cancer detection. Thus, potentially 
revolutionizing the field of medical diagnostics. 
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III. MATHEMATICAL BACKGROUND 

Gilbert cells are essential components in the 

architecture of AANNs due to their intrinsic ability to 

enable analog signal processing without the need for 

digitization [30]. This is achieved without necessitating 

the conversion of these signals into a digital format. The 

operational principle of Gilbert cells involves the 

generation of an output signal directly proportional to the 

product of two distinct input signals [31].  

This cell is depicted in Fig. 1 [32], consisting of three 

differential pairs (M1-M2, M3-M4, and M5-M6). The 

inputs: VX+ is applied to the gates of M2 and M3, VX- is 

applied to the gates of M1 and M4, VY+ is applied to the 

gates of M6, and VY- is applied to the gates of M5 

respectively. The outputs: (IO+ and IO-) are taken from the 

collector pairs (M1, M3) for I1, and (M2, M4) for I2 

respectively. Assuming all the transistors are biased in 

the saturation region, obeying the ideal square-law 

equation, sized and matched so that the transconductance 

parameters satisfy 1 2 3 4= = = = ak k k k k  and 5 6= = bk k k . 

 
Fig. 1. MOS version of Gilbert cells [32]. 

Defining the output current IO of Fig. 1 as 

   2 1 2b 2a 1a 1b= =OI I I I I I I     , it can be shown that: 
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Substituting VY into the expression of IO, it follows that: 

2O a b X YI k k V V                                (1) 

The output current in (1) yields an ideal analog 
multiplier. Notice that since both I3, I4 are ISS and IO 

dependents on both VX and VY. Hence, VX and VY must be 
kept small to maintain good linearity. This Gilbert cell 
structure will be used in this work for basic circuitries. 

IV. DESIGN OF THE CIRCUIT BLOCKS 

ANNs are most efficiently implemented using analog 
circuits [33]. Analog implementations are generally faster 
and require less hardware (fewer transistors) than digital 
VLSI implementations [4]. AVLSI implementations are 
parallel systems used in solving real-world problems [14], 
[34]. Multipliers and non-linear functions based on 
Gilbert cells are key elements in performing analog 
calculations efficiently [35]. Based on MLP architecture, 
each synapse needs a multiplier to multiply each input by 
the corresponding weight, and each neuron needs a 
nonlinear function and its derivative [7]. 

The feed-forward multipliers derived from the Gilbert 
cell will multiply the input, VX by each corresponding 
synaptic weight, VW to produce an output current, IO as 
previously mentioned above. Unlike some neural 
networks that require an explicit adder block to combine 
weighted inputs, the Gilbert cell structure obviates this 
need. The current outputs from the hidden layer naturally 
sum up due to Kirchhoff’s Current Law (KCL). Then the 
non-linear neural function will take the sum of all 
synapse multipliers connected to a neuron and produce an 
output. The output of the non-linear function will be the 
input of the derivative block for calculating the derivative 
of the non-linear function. As an example, the non-linear 
function can be the sigmoid (or logsigmoid) function [7]. 

It should be noted that an AANN system can contain 
thousands of multipliers and non-linear functions [36, 37]. 
It is crucial to optimize these analog circuit blocks to 
ensure precision, efficiency, and scalability. As a result, 
the surface area and the energy consumption of each 
block must be as low as possible. Based on the above 
statement, the methodology and design techniques of this 
work are initially based on the following six steps:  

Step 1: Choosing the best circuit topology suited to our 
algorithm with respect to the state of the art. 

Step 2: Dimensioning each basic block in order to 
optimize the specifications in terms of dynamics and 
precision. 

Step 3: Choosing a low-cost and mature CMOS VLSI 
technology to achieve optimization at the transistor level. 

Step 4: Using specialized and dedicated software to 
simulate and validate the main characteristics of the 
proposed circuits. 

Step 5: Implementing a feed-forward AANN based on 
MLP architecture using an off-chip learning on-chip 
inference methodology. 

Step 6: Simulating and testing the AANN performance 
on breast cancer classification in Cadence Virtuoso.  

Incorporating an off-chip learning on-chip inference 
method enhances flexibility, performance, and ensures a 
reliable AANN implementation for medical diagnostics. 

A. Multiplier Design  

Multipliers are essential elements in analog signal 
processing, particularly in AVLSI implementations [38]. 
The design of this multiplier must take into account 
transistor biasing, linear or saturation regime, weak or 
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strong inversion, and threshold [7]. This section focuses 
on the design of a four-quadrant multiplier.  

The main characteristics of a multiplier are its input 
and output dynamics, linearity, and bandwidth [39]. The 
design of an analog CMOS multiplier with high input 
dynamics and very low power consumption is proposed. 
One of the input voltages of this multiplier corresponds to 
the weight, VW, used in the ANN algorithm for breast 
cancer detection and classification, meanwhile, the other 
input, Vin, corresponds to the biopsy cancer input [21]. 
The inputs of each multiplier are then chosen as voltages 
and the outputs as currents. The adder inputs will 
therefore be currents. This technique is deployed to 
eliminate the use of an analog adder in feed-forward 
propagation, thereby reducing the complexity of the 
overall network. 

Moreover, the 9 attributes of the 699 biopsies 
correspond to voltages between 30 mV and 300 mV with 
a scale of 10 mV per coefficient (weight or input) [7]. 
Concerning the weight values, which are respectively 
between −1.37 and 1.17 in the hidden layer and between 
−3.54 and 3.48 in the output layer [21], the input dynamic 
of the multiplier is then imposed by the weights, which 
are higher than those of the attributes. The minimum and 
maximum weight values in the hidden and output layers 
vary between −3.54 and 3.48 for the logsigmoid 
activation function. The input dynamics of the analog 
CMOS multiplier are therefore −354 mV to 348 mV. 
Taking into account the input noise effects, this dynamic 
should increase up to 380 mV (or 400 mV). Besides, by 
applying a multiplying factor of 0.1 to the attributes 
instead of 0.3 as before, the input voltage dynamics of the 
analog multiplier will now correspond to:  

 10 mV to 100 mV for the first input, Vin and  

 ±400 mV (or −354 mV to 348 mV without noise) for 
the second input, VW. 

 
Fig. 2. Multiplier circuit. 

Taking into account the considerations presented in the 

preceding paragraphs, we have the four-quadrant 

multiplier in Fig. 2.  

To explain the behavior of the 4-quadrant multiplier, 

let us recall some transistor operation characteristics. A 

transistor does not move from its exponential behavior in 

weak inversion to its quadratic behavior in strong 

inversion; the transition is understood to be hybrid [7]. 

The boundaries between weak, moderate, and strong 
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inversion remain complex, but can be approximated in 

terms of voltages or currents: 

 VGS > VT + 100 mV for strong inversion; 

 VT + 100 mV > VGS > VT –100 mV for moderate 

inversion;

 VGS < VT –100 mV for weak inversion.

It is often preferable to design a circuit by defining the 

bias current. The following definitions can then be used 

to frame the limits of inversion: 

 IO > 10IS for strong inversion;

 10IO > IO > 0.1IS for moderate inversion;

 IO < 0.1IS for weak inversion.

where IS corresponds to the moderate reversal 

characteristic current and is defined by Eq. (2), in which 

W and L represent respectively the width and length of 

each transistor in Fig. 2.

2 2OX2 2 P
S T T

C KW W
I U U

K L K L


                       (2)

with PK and OXC given by (3), and (4) respectively.

OXPK C                                (3)

0 OX
OX

OX OX

rC
T T

  
                                 (4)

With UT=26 mV representing the thermal voltage, and 

defined by: UT=KT/q, K=0.7, r = 3.9, 0 = 8.854×10-12

and μ represents the charge mobility.

Table I summarizes the Spice parameter characteristics 

of the transistors (nmos1v8 and pmos1v8) chosen from 

HCMOS9, a 90 nm CMOS technology from 

STMicroelectronics. The parameters provided include 

specifications on oxide thickness, oxide capacitance, 

charge mobility, and transconductance, essential for 

circuit simulation and analysis. Recalling permittivity:

0

12 11

OX 3.9 8.854 10 3.45 10r         F/m

TABLE I: TRANSISTOR SPICE PARAMETERS

Spice parameters NMOS PMOS

TOX (nm) 2.05 2.15
COX (F/m2) 1.68×10-2 1.60×10-2

µ(m2/Vs) 2.98×10-2 6.27×10-2

KP (µA/V2) 500.64 100.32

To limit the final consumption of the complete 

multiplier, a polarization current of the complete structure 

(presented in Fig. 2) is fixed at IO=1 µA. For optimal 

operation of the corresponding transistors (differential 

pairs) in a strong inversion regime, the IO>10IS condition 

must be verified. 

 For NMOS transistors, IS can be fixed to:

ISN=IO/10=1 μA/10=0.1 μA. 

Considering Eq. (2), we obtained for the NMOS 

transistors: 

2PN
SN

2 N
T

N

K W
I U

K L
                                (5)

0.1034N

N
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L
                                    (6)
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 For PMOS transistors, IS can be fixed to:  

ISP=IO/20=1 μA/20=0.05 μA.  

Considering Eq. (2), we obtained for the PMOS 

transistors:  

2PP
SP

2 P
T

P

K W
I U

K L
                            (7) 

0.2580P

P

W

L
                                (8) 

By taking into consideration the multiplier circuit 

presented in Fig. 2 and choosing WN=120 nm, we obtain 

LN=1.16 µm for transistors NM4, NM5, NM11, and 

NM12. By setting WP=120 nm for PMOS transistors, we 

deduce LP=465 nm for the transistors PM13 and PM14. 

The transistor sizing current generator is based on the 

following relationship: in 1OI V I , where I1 follows a 

quadratic law according to the weight input, VW. To size 

the transistors, we considered the maximum values of the 

inputs. Table II summarizes the dimensioning of the 

transistors in the complete multiplier circuit. 

TABLE II: DIMENSIONS OF THE TRANSISTORS FOR THE MULTIPLIER 

Transistor Type 
W/L 

(nm/µm) 
Transistor Type 

W/L 
(nm/µm) 

NM1 NMOS 150/10.0 PM8 PMOS 640/0.9 
NM2 NMOS 150/1.55 NM9 NMOS 500/1.0 
NM3 NMOS 580/6.0 NM10 NMOS 150/0.15 
NM4 NMOS 120/1.16 NM11 NMOS 120/1.16 
NM5 NMOS 120/1.16 NM12 NMOS 120/1.16 
PM6 PMOS 180/3.0 PM13 PMOS 120/0.465 
PM7 PMOS 500/0.51 PM14 PMOS 120/0.465 

 

B. Linear Current to Voltage Converter Design 

Before defining the AANN topology, the design of a 

linear current-to-voltage converter is needed. This section 

is dedicated to this purpose with transistors biased in 

weak inversion. This method makes it possible to obtain a 

significant gain with low power consumption, and easily 

realize a logsigmoid function between the output of the 

multiplier and the input of the chosen activation function. 

K. Bult and H. Wallinga [40] proposed a linear 

current-to-voltage converter that has only two transistors. 

The two NMOS transistors, NM1 and NM2, both 

functioning in a biased saturation regime. To eliminate 

the body effect on the threshold voltage, VTH, the gate of 

the two transistors is connected to their sources, as shown 

in Fig. 3. 

 
Fig. 3. Linear current to voltage converter circuit. 

Taking W1=W2=W and L1=L2=L, we have the following: 

1

2
N

W
KP

L
                                 (9) 

VGS1=VOUTVSS and VGS2=VDDVOUT 

 
2

1 OUT SS THI V V V                            (10) 

 
2

2 DD OUT THI V V V                           (11) 

From KCL, IIN=I1-I2, so IIN can be written by taking 

the difference between (10) and (11) as in (12). 

  IN DD SS TH OUT SS DD2 2I V V V V V V         (12) 

Knowing that VSS=VDD, we deduce the output voltage, 

VOUT as a function of the input current IIN as in (13). 

 
IN

OUT

DD TH4

I
V

V V



                       (13) 

We obtained the width and length (W/L) of NM1 and 

NM2 in Fig. 3 to be 150 nm and 950 nm, respectively. 

C. Logsigmoid Type Activation Function Design 

Feed-forward network responses are usually nonlinear 
functions that are achieved by summing the output 
currents of the synapses at each node. These functions are 

realized by the activation function circuit. More still, the 
derivative of the nonlinear function with respect to the 
weighted input is required for a fully analog on-chip 
learning neural using the backpropagation algorithm [37]. 

In this work, we utilize the sigmoid activation function 
[12], which consists of two linear current-to-voltage (IV) 

converters and a nonlinear function circuit. These IV 
converters transform input and output currents into 
corresponding input and output voltages as depicted in 
Fig. 4 and governed by Eq. (14). 

 
Fig. 4. Logsigmoid type activation function circuit. 
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                               (14) 

where Vin represents the input voltage of the logsigmoid 
activation function circuit obtained at the output of the 
linear current to voltage converter located at the input of 
Fig. 4. 

 
IN

OUT(IV-converter) in(logsig)

DD TH4

I
V V

V V
 


 

This function is equally approximated using transistors 
and has the same working principle as that of the 
hyperbolic tangent activation function [7]. Table III 
summarizes the dimensions of the transistors used in the 
circuit shown in Fig. 4. 

TABLE III: DIMENSIONS OF THE TRANSISTORS FOR THE LOGSIGMOID 

TYPE ACTIVATION FUNCTION 

Transistor Type 
W/L 

(nm/µm) 
Transistor Type 

W/L 
(nm/µm) 

NM1 NMOS 240/5.4 NM11 NMOS 150/1.5 
NM2 NMOS 275/6.2 NM12 NMOS 150/1.5 
NM3 NMOS 250/6.0 PM13 PMOS 1000/1.0 

NM4 NMOS 280/5.1 PM14 PMOS 1000/1.1 
PM5 PMOS 300/2.0 NM15 NMOS 150/1.5 
PM6 PMOS 300/2.0 NM16 NMOS 150/1.1 
PM7 PMOS 600/1.6 NM17 NMOS 150/1.1 
PM8 PMOS 1000/1.0 NM18 NMOS 230/6.0 
PM9 PMOS 1000/1.1 NM19 NMOS 150/10.0 

NM10 NMOS 150/1.5 NM20 NMOS 150/10.0 

D. Feed-Forward Analog Neural Network Layers Design 

In the literature, several ANN learning techniques have 
been proposed to find an accurate weight set [41–43]. In 
this work, the gradient descent backpropagation 
algorithm is selected to train the neural network [44, 45]. 
Since the proposed ANN topology has no constraints on 
the learning performance, the chosen algorithm provides 
a simple and efficient implementation. The algorithm is 
developed in the MATLAB environment, and the input 
parameters are extracted from circuit simulations of the 
designed AANN. The system is fully automated, and all 
simulations can be performed in Cadence. Fig. 5 shows 
the implemented process steps.  

Furthermore, the procedure starts by creating weight 
files for the ANN system to operate correctly. Afterward, 
a random set of weights is sent to the circuit simulator to 
find the output values corresponding to that weight set. 
Simulation outcomes are then transmitted to the 
algorithm, which then calculates the error between the 
actual sample outputs and the AANN results.  

Also, the stochastic gradient descent method is used to 
compute the derivative of the mean squared error (SSE) 
function, which is used as the cost function [46, 47]. If all 
outputs produced by the AANN for each sample satisfy 
the desired tolerance criteria, the program stops the 
learning process with the last weight set. If the error is 
greater than the tolerance, the backpropagation algorithm 
attempts to minimize SSE. In particular, the change in 
each weight is estimated by calculating the derivative of 
the cost function for the corresponding weight. 
Consequently, the derivative of the logsigmoid plays a 
central role. The derivative of the activation function 
from the output curve of the logsigmoid circuit is 

calculated by the numerical finite difference method. 
After finding the change in each weight, the program 
updates the weight file. Subsequently, the circuit 
simulation is performed again with the newly calculated 
weights, as illustrated in Fig. 5. The flowchart loop runs 
until the tolerance criterion is reached, or the maximum 
iteration number is exceeded. 

 
Fig. 5. 9-10-2 analog network training flowchart. 

In addition, Fig. 6 shows the architectural layout of the 
proposed fully integrated off-chip learning on-chip 
inference feed-forward AANN implemented using analog 
circuits comprising logsigmoid activation functions and 
four-quadrant multipliers designed in 90 nm CMOS 
technology. This CMOS implementation can be 
considered as multi-layer, fully connected AANN that 
consists of an input layer, a hidden layer, and an output 
layer, as modeled by (15) and (16).  The input layer of 
this breast cancer classifier comprises nine inputs 
corresponding to the attributes of the database. The 
hidden layer contains ten neurons, which apply nonlinear 
transformations to the inputs. The output layer consists of 
two neurons, which correspond to the output of the 
network. The outputs are classified as either benign (class 
1: 01 in binary) or malignant (class 2: 10 in binary). 

9

,

1

; 1,2,...,10j j i j i

i

a g w x j


 
  

 
             (15) 

10

,
1

; 1,2k k j k
j

s g w a kj


 
  

 
 
                 (16) 

where: xi are the inputs (the 9 cancer attributes of the 

Wisconsin Data Base), wi,j represents the 90 weight 

coefficients in the hidden layer, aj corresponds to the 10 

outputs of the hidden layer, wi,j represents the 20 weight 

coefficients in the output layer, and sk corresponds to the 

2 neurons at the outputs of the network. The activation 

function (gj and gk) of the layers is the logsigmoid, as 

earlier mentioned. 
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Fig. 6. 9-10-2 analog network circuit block diagram. 

 

Off-chip learning is utilized in this work for several 
reasons. To begin with, it allows rapid training processes. 
Additionally, it saves much silicon area as the circuits 
dedicated to learning are not needed [48]. Moreover, off-
chip learning works with chip-in-the-loop learning, which 
helps to address the mismatch between the network’s 
behavioral model and the analog implemented circuit. As 
a result, any flaws in the hardware chip can be accounted 
for during the training stage, allowing for the updating of 
weights accordingly. This work is designed to facilitate 
efficient signal processing, learning, and decision-making 
using CMOS circuitries sized and optimized at the 
transistor levels for breast cancer diagnosis. 

V. SIMULATION RESULTS 

A. Multiplier 

1) Direct Current (DC) response analysis 
The designed multiplier offers a linear output current 

Iout with respect to the input voltage Vin ranging from 
−360 mV to 360 mV. Thus, respecting the Wisconsin 
cancer input attribute specification dynamics as earlier 
mentioned, which range from −100 mV to 100 mV. This 
input corresponds to the nine attributes of the Wisconsin 
database, whose values are from 1 to 10, with 1 
corresponding to a voltage of 10 mV and 10 
corresponding to a voltage of 100 mV. This first input 
dynamic is sufficient for breast cancer applications, and 
its DC simulation response is shown in Fig. 7. 

The second input of the designed multiplier 
corresponds to the weights of each neuron. This value 
must be converted as a function of the square of the drain 
current to have a linear relationship with the output of the 
multiplier. The corresponding DC simulation response is 
shown in Fig. 8. This result shows a linearity range from 

−360 mV to 360 mV, which equally respects the weight 
specifications. In conclusion, this second multiplier input 
can be used as the weighted input for breast cancer 
applications. 

 
Fig. 7. Iout in function of Vin for different values of VW. 

 
Fig. 8. Iout in function of VW for different values of Vin. 
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Fig. 7 and Fig. 8 allow validation of the input 
dynamics considerations of the multiplier in DC domain 
used for AANN dedicated to the classification of breast 
cancer cells. 
2) Transient response analysis 

The transient response is presented for two different 
configurations with a maximum dynamic input voltage. 
In the first configuration shown in Fig. 9, the cancer input 
attribute voltage, Vin represented by the green sine wave, 
has a frequency of 100 Hz with an amplitude of 100 mV, 
and the weight input, VW represented by the blue sine 
wave, has a frequency of 1 kHz with an amplitude of 1 V, 
producing an output amplitude modulated current signal 
represented in red. 

In the second configuration shown in Fig. 10, the 
frequencies of both inputs are interchanged (that is, 1 kHz 
for Vin and 100 Hz for VW) which equally produces an 
output amplitude modulated current signal of the same 
amplitude and frequency as in Fig. 9. 

The spectrum of the output amplitude modulated 
current signals, Iout is calculated to confirm the transient 
analysis of the multiplier for the two configurations. The 
results for the two configurations are substantially 
identical and presented in Fig.11. 

As expected, we obtain two lines at 0.9 kHz and 1.1 
kHz which correspond to the mixtures of the two input 
signals at 100 Hz and 1 kHz. Their amplitude in both 
cases is about −130 dB. Harmonics due to non-linearities 
of the multiplier remain below −160 dB, which gives a 
noise margin of about 30 dB. This value is again largely 
sufficient for breast cancer applications.  

 
Fig. 9. Transient output Iout (weighted output in red) for Vin (input of a 

layer in green) at 100 Hz and VW (weight coefficient in blue) at 1 kHz. 

 
Fig. 10. Transient output Iout (weighted output in red) for Vin (input of a 

layer in green) at 1 kHz and VW (weight coefficient in blue) at 100 Hz. 

 
(a)                                 (b) 

Fig. 11. Iout Spectra: configuration 1 (in green) and configuration 2 (in 

blue): (a) Iout spectrum for Vin at 100 Hz and VW at 1 kHz and (b) Iout 

spectrum for Vin at 1 kHz and VW at 100 Hz. 

The various extensive transient simulation results 

conclusively demonstrate that the power consumption of 

the multiplier remains comfortably well below the 

threshold, with a maximum value not surpassing 3 µW 

(actually about 2.9 µW). This efficiency ensures that the 

multiplier operates within the desired power constraints. 

B. Linear Current to Voltage converter 

1) DC response analysis 

To be compatible with the multiplier results presented 

in the previous section, the input dynamic IIN is 

dimensioned in the range of [−5, +5] µA which is 

actually enough for the breast cancer diagnostic 

specifications as presented in Fig. 12 (a). 

 
(a) 

 
(b) 

Fig. 12. Linear current to voltage converter DC response: (a) Vout in 

function of   IIN (in green) and (b) Error estimation between Vout and IIN 

(in red). 

This converter produces an output (colored in blue) 

that is directly proportional to the applied input, resulting 

in a variation of the output voltage, Vout, in the range 

[−100, +100] mV, with the error estimation between the 

input and output shown in red in Fig. 12 (b). 

2) Transient response analysis 

This section focuses on the transient response 

verification of the designed linear current-to-voltage 
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converter, which permits the validation of its study with 

respect to the feed-forward AANN conceptual framework 

as shown in Fig. 13 (a). 

The input current is illustrated by a sine wave of 

amplitude 5 µA and frequency 1 kHz which produces a 

sine wave output voltage of amplitude 100 mV and 

frequency 1 kHz with no phase shift as depicted in Fig. 

13 (c). This leads to the validation of the proposed linear 

current-to-voltage converter since the spectrums of the 

input and output signals respectively shown in Fig. 13 (b) 

and Fig. 13 (d) have similar shapes, with no time shift. 

 
(c)                                              (d) 

Fig. 13. Linear current to voltage converter transient and spectrum 

responses: (a) Linear current to voltage converter transient input signal, 

(b) Linear current to voltage converter input signal spectrum of (a), (c) 

Linear current to voltage converter transient response, and (d) Linear 

current to voltage converter spectrum response of (c). 

C. Logsigmoid Activation Function 

1) DC response analysis 

The output dynamics of the logsigmoid activation 

function are shown in Fig. 14. It is observed from the 

figure that the output voltage varies from 0 to 100 mV. 

The first configuration (Fig. 14 (a)) shows the output 

response for different biasing voltages, Vb ranging from 0 

to 1 V with a step of 0.1 V. This output voltage will be 

used as the input voltage to the nonlinear derivative 

circuit. 

 
(a)                                 (b) 

Fig. 14. Logsigmoid type activation function DC response: (a) DC response 

for Vb ranging from 0 to 1 V and (b) DC response for Vb at 0.6 V. 

The input dynamic is strictly respected since saturation 

of the output voltage is obtained at 0 mV and 100 mV 

before the extreme input current values. For Vb = 0.6 V, 

saturation is reached at IIN = ±2 µA, as seen in Fig. 14 (b). 

The asymmetry observed corresponds to a value of 0 mV 

at IIN = −2 µA, and 100 mV at IIN = +2 µA, as required. 

This leads to the validation of the conceptual framework 

of the designed logsigmoid activation function in the DC 

domain.  

2) Transient response analysis 

The transient response of the logsigmoid-type 

activation function is presented in Fig. 15 (a). The input 

current is represented by a sine wave of amplitude 5 µA 

and a frequency of 1 kHz, which produces a square wave 

output voltage of amplitude 100 mV (which is the ideal 

amplitude value) and a fundamental frequency of 1 kHz 

with no phase shift, as illustrated in Fig. 15 (c). The 

spectrums of the input and output signals respectively 

shown in Fig. 15 (b) and Fig. 15 (d) have similar shapes. 

 
(c)                                              (d) 

Fig. 15. Logsigmoid type activation function transient response: (a) 

Logsigmoid transient input signal, (b) Logsigmoid input signal 

spectrum of (a), (c) Logsigmoid transient response, and (d) Logsigmoid 

spectrum response of (c). 

D. Breast Cancer Software Classification 

This work uses the supervised learning classification 

approach. Two types of neural networks are used in this 

work to classify cancer tumors, namely, feed-forward and 

backpropagation neural networks [49]. The classification 

process is divided into a training phase and a test phase. 

The neural network trains through the adjustment of the 

weights to predict the correct class. The desired output is 

specified as class one (01) for benign and class two (10) 

for malignant. This process is done through the use of the 

backpropagation algorithm. After the training phase is 

completed, the stored weights are then used in a feed-

forward architecture for the neural network test phase. 

The primary objective of this section is to provide the 

results of breast cancer training. MATLAB serves as a 

powerful and functional software environment for 

constructing or facilitates the creation and simulation of 

neural networks through coding [50]. Specifically, we 

focus on training our neural network for breast cancer 

detection. The algorithm parameters include a learning 

International Journal of Electrical and Electronic Engineering & Telecommunications Vol. 13, No. 6, 2024

435



rate of 0.295 and 1000 iterations. Fig. 16 (a) and Fig. 16 

(b) show the performance and error measures, 

respectively. It is observed from Fig. 16 that the training 

of the network runs until the tolerance criterion is reached 

at the maximum iteration number. This criterion helps 

prevent overfitting by stopping the training process 

before the model becomes too tailored to the data. 

 
(a)                                             (b) 

Fig. 16. Neural network test phase software simulation curves: (a) 

Neural network performance curve and (b) Neural network error curve. 

E. Monte Carlo and Process Corner simulation 

AANNs are subject to process variations that vary the 

values and the characteristics of the circuit components. 

Small deviations may result in acquiring erroneous 

outputs, thereby leading to a larger error [51]. Taking into 

account the impact of these variations, the designed 

AANN is analyzed through Monte Carlo sensitive 

analysis and process corner variations. To perform the 

process corner analysis, we simulated five different 

corners based on the manufacturing variations of NMOS 

and PMOS devices: typical (tt), fast-fast (ff), slow-slow 

(ss), slow-fast (snfp), and fast-slow (fnsp). Fig. 17 to Fig. 

19 show the histograms of logic 1 (in red) and logic 0 (in 

blue) values obtained from the Monte Carlo simulation of 

the cancer attribute samples for each corner. 

The attributes from the Wisconsin database are 

translated in the form of voltages between 10 mV and 

100 mV to perform the simulation in Cadence Virtuoso. 

These voltages are used as inputs to the designed AANN 

for simulation of the 699 biopsies. 

Fig. 17 illustrates the DC response simulation results 

of ten different biopsies in which the first (Fig. 17 (a)) 

and second (Fig. 17 (b)) configurations correspond 

respectively to the first (represented by the colored blue 

histogram) and second (represented by the colored red 

histogram) neuron outputs of the output layer. These 

biopsies correspond to the benign class (01 in binary).  

On the other hand, Fig. 18 illustrates the DC response 

results of ten other different biopsies, in which the first 

(represented by the colored red histogram, Fig. 18 (a)) 

and second (represented by the colored blue histogram, 

Fig. 18 (a)) configurations correspond respectively to the 

first and second neuron in the output layer. These 

biopsies reveal them to be malignant (10 in binary, 

corresponding respectively to a 1 for the first neuron and 

to a 0 for the second neuron of the output layer). 

 
(a)                                                (b) 

Fig. 17. Feed-forward AANN DC response for ten benign samples: (a) 

First neuron output and (b) Second neuron output. 

 
(a)                                             (b) 

Fig. 18. Feed forward AANN DC response for ten malignant samples: 

(a) First neuron output and (b) Second neuron output. 

Similarly, Fig. 19 illustrates the DC response results of 

twenty close neuron outputs, of which ten are classified 

as benign-class tumors. That is, Fig. 19 (a) and Fig. 19 

(b). The other ten are classified as malignant-class tumors. 

That is, Fig. 19 (c) and Fig. 19 (d). Despite the similarity 

of the two neuron outputs from these twenty biopsies, the 

classification task is successfully accomplished. This 

demonstrates the reliability of the design analog network 

as an ANN system for classification purposes. 

 
(c)                                             (d) 

Fig. 19. AANN DC response for ten close benign and ten close 
malignant neuron outputs: (a) First neuron output for ten close benign 
outputs, (b) Second neuron output for ten close benign outputs, (c) First 
neuron output for ten close malignant outputs, and (d) Second neuron 
output for ten close malignant outputs. 
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TABLE IV: PROCESS CORNER ANALYSIS RESULTS 

Case tt ss snfp fnsp ff 

Logic 1 1.645 1.523 1.438 1.469 1.417 

Logic 0 363.7 375.9 389.0 369.7 399.1 

The process corner analysis shown in Table IV verifies 

that the output logic values are similar to the results 

obtained by using the typical (tt) process corner of 

transistors. Moreover, it is evident that the logic 1 limit is 

lower and the logic 0 limit is higher for the ff process 

corner. These minor changes can be effectively adjusted 

by retraining the weights using the backpropagation 

algorithm. Therefore, a new weight set that aligns better 

with the observed results of the AANN to the design 

specifications can be obtained. Thus, it can be inferred 

that AANNs can withstand manufacturing errors and 

quickly adapt to new situations. 

The power supply rail of each analog circuit and 

computing hardware used for the implementation of this 

AANN is ±900 mV. Given the analog nature of this 

neural network, the circuits require specific voltage levels, 

which include positive and negative supply voltages, to 

ensure proper biasing and operation of analog circuits, 

leading to accurate analog computation. The power 

consumption of the analog neural network is shown in 

Fig. 20. It is known that the total power consumption of a 

circuit is obtained by calculating the area under the graph. 

Thus, the total power consumption of this AANN is 

31.95 µW. The total elapsed time for the simulation of a 

sample in Cadence virtuoso is revealed from its 

“psf/spec.” file to be 28.9595 s with a peak resident 

memory used of 68.7 Mbytes, yielding a total energy of 

0.93 mJ. This very low power consumption is crucial for 

ensuring energy efficiency and minimizing heat 

dissipation. Hence, it could potentially contribute to a 

cost-effective, sustainable, and widely accessible 

diagnostic solution for breast cancer.  

Fig. 21 illustrates the two outputs neuron prediction 

curve for the initial 50 biopsies samples of the analog 

implementation. The target output is elegantly depicted 

by the bold red curve, while the analog output gracefully 

follows the blue curve. These curves encapsulate the 

intricate dance of computation and representation within 

the neural substrate. This allows efficient and powerful 

data representation using less power. 

 
Fig. 20. Power consumption of the AANN. 

 
Fig. 21. Output prediction curves, with target in red and output in blue.  

 
(a) 

 
(b) 

Fig. 22. AANN circular propeller: (a) Analog circular propeller (in blue) 

and (b) Target circular propeller (in red). 

Furthermore, Fig. 22 depicts the circular propeller of 

the AANN breast cancer classifier. Fig. 22(a) and Fig. 

22(b) represent respectively the analog (in blue) and 

target (in red) circular propellers. The uniform surface 

texture and consistent behavior across various regions 

suggest strong generalization capabilities and a well-

fitted model. Implying the model effectively captures 

underlying data patterns and provides stable, reliable, and 

robust predictions.  

The results of this section are used to conclude on the 

proposed analog chip, which classifies breast cancer as 

either malignant or benign, offering promising 

advantages such as energy efficiency, low power 

consumption, real-time diagnosis, and potential hardware 

optimizations. However, this work equally faces 
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difficulties related to precision due to the complexity of 

the network and the need for interdisciplinary 

collaboration. The next section focuses on the discussion 

of the simulation results. 

VI. DISCUSSION 

A. Interpretation of the Results 

Several different measures are commonly used to 

assess the performance measures of a proposed method. 

These measures are calculated with the aid of True 

Positive (TP), False Positive (FP), True Negative (TN), 

and False Negative (FN) samples. The extracted 

confusion matrix used to detect cancerous and non-

cancerous breast tumors is clearly shown in Table V.  

TABLE V: AANN NETWORK CONFUSION MATRIX 

Approach AANN classification 

Output class non-cancerous cancerous 

Benign 444 (TN) 14 (FN) 

Malignant 8 (FP) 233 (TP) 

 

The eight missed benign tumor diagnoses can lead to 

unnecessary patient anxiety, increased healthcare costs 

due to follow-up tests, and potential overdiagnosis. In 

contrast, the fourteen missed malignant tumor diagnoses 

pose a risk that could delay treatment, worsen patient 

outcomes, and potentially lead to suboptimal patient care.  

Classification performance measures include 

sensitivity (SE), specificity (SP), accuracy (AC), and 

Mathew’s correlation coefficient (MCC). 

TP
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TP FN



  

TN
SP

TN FP



 

TP TN
AC

TP TN FN FP




  
 

   

    

TP TN FP FN
MCC

TP FP TP FN TN FP TN FN

  

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TABLE VI: AANN NETWORK PERFORMANCE MEASURES 

Approach Number of cases SE SP AC MCC 

AANN 699 0.9433 0.9823 0.9685 0.9309 

 

The performance measures shown in Table VI reveal a 

96.85% accuracy obtained from Monte Carlo simulation 

results (that is, 22 incorrect logic evaluations of the breast 

cancer classifier out of the 699 Wisconsin dataset). Table 

VI equally reveals that the classifier has the advantage of 

obtaining higher speed and density due to a higher 

specificity performance measure. In contrast, it turns to 

have slight stability challenges with temperature 

variations due to a sensitivity performance measure close 

to, but less than 0.95. Additionally, the AANN has a very 

high network performance, as highlighted by Mathew’s 

correlation coefficient of 0.9309, which represents the 

measure of the difference between predicted (obtained) 

values and actual values (targets). 

The AANN is trained on the Wisconsin dataset that 

includes women of all ages, and races, as well as those 

with various genetic risk factors. It classifies both early-

stage and late-stage tumors, considering clinical imaging 

artifacts such as motion artifacts, superimposed breast 

tissue and dense breast tissue.  

B. Validation of the Results 

By firstly subjecting the AANN to Monte Carlo 

analysis for evaluating process variations by simulating 

1000 iterations with normally distributed transistor 

parameters (10% standard deviation), it facilitated the 

quantification of uncertainties and risks influencing the 

network's output predictions, enabling the identification 

of critical parameters affecting classification. This 

validation effort not only underscored the model's 

robustness and responsiveness to input fluctuations but 

also provided crucial insights for performance 

optimization, thereby bolstering network’s confidence 

accuracy and applicability in breast cancer diagnosis. 

Secondly, subjecting the AANN to process corner 

variations for assessing extreme conditions by simulating 

at five process corners (tt, ff, ss, snfp, and fnsp), three 

temperatures (40°C, 25°C, 125°C), and ±10% supply 

rail (± 900 mV), facilitated a thorough model's 

performance evaluation under diverse scenarios. This 

effort does not only underscored network's resilience and 

adaptability in environmental challenges but also 

provided pivotal guidance for further optimizing the 

model's performance, therefore instilling confidence in its 

applicability for reliable diagnostic in variable 

environmental contexts. 

Thirdly, varying transistor parameters and supply 

voltage within a ±10% range revealed that the AANN is 

relatively insensitive to these variances. However, the 

AANN performance is slightly sensitive to temperature 

variations, with a 10% temperature increase leading to a 

less than 1% decrease in accuracy due to increased noise 

and leakage currents. Mitigation strategies include using 

temperature-compensated circuits, or training with data 

covering a wide temperature range to enhance robustness. 

Furthermore, Table VII compares this work with 

existing studies. Breast cancer classification is mostly 

done by ANNs implemented on graphic processing units 

(GPU), which easily consume huge amounts of power.  

TABLE VII: COMPARISON WITH THE STATE OF THE ART 

Author 
AC  

(%) 
Application  Method 

Design 

layout 

Supply  

rail  
Power Energy 

M. Kanojia 

[52] 
96.77 

Breast 

Cancer 
GPU -- -- -- -- 

Hua et al. 

[14] 
96.43 

Breast 

Cancer 

CMOS 

IC 
5-3-1 

±2.500 

V 

46.08 

mW 
-- 

Sanjeev T. 

et al. [15] 
96.59 

Breast 

Cancer 

CMOS 

VLSI 
9-5-1 

±1.100 

V 

50.00 

µW 

1.60  

mJ 

This  

work 
96.85 

Breast 

Cancer 

CMOS 

VLSI 
9-10-2 

±900 

mV 

31.95 

µW 

0.93  

mJ 

 

Unlike studies that focus on digital circuits, the 

proposed implemented CMOS circuit classifiers can be 
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used to achieve similar tasks. This innovative approach 

offers the potential for improved energy efficiency, faster 

computations, a lesser complexity network, and precise 

analog pattern recognition, marking a notable departure 

from digital-centric methodologies. This work bridges the 

gap between digital-centric methods and promising 

AANNs, leading to improvements in medical diagnostics 

tasks, which could have a profound impact on healthcare. 

Moreover, this study addresses limitations identified in 

previous studies, such as unconventional architecture and 

low noise immunity. It captures complex non-linear 

relationships between input and output variables, 

enabling accurate modeling of complex systems. 

The advantage of this work lies in its pioneering 

utilization of analog computing for medical diagnostics. 

This innovative approach offers a distinct edge in terms 

of energy efficiency, real-time processing, and potential 

for nuanced pattern recognition when compared to the 

digital-centric methods employed in related studies. By 

leveraging analog computing principles, this work holds 

promise of enhancing computational speed, potentially 

revolutionizing the medical diagnostic landscape. The 

unique capabilities of AANN, including its energy 

efficiency and potential for real-time diagnosis, mark a 

paradigm shift in the field, positioning this research at the 

forefront of cutting-edge advancements in medical 

diagnostics. 

Finally, this AANN is a small compact portable 

energy-autonomous IC chip of a few dimensions 

associated with a digital-to-analog converter that can be 

used in laboratories to record breast cancer attributes and 

provide appropriate diagnostics. It serves as a diagnostic 

decision support system tool in the hospital which will 

help the clinicians and physicians in faster decision-

making and by so doing, will ultimately reduce the risk of 

false diagnosis. Thus, hospitals will have to buy the 

AANN for utilization by physicians, thereby empowering 

physicians with a medical diagnostic cutting-edge tool. 

VII. CONCLUSION 

The design and implementation of an AANN for breast 

cancer cell classification as benign or malignant is 

presented in this paper. The MLP architecture with a back 

propagation algorithm was retained using MATLAB, 

featuring nine inputs, ten neurons in the hidden layer and 

two neurons in the output layer. Our main contribution 

was the development of novel analog circuits for AANN 

implementation. Verification and validation occurred in 

Cadence Virtuoso through Monte Carlo analysis and 

process corner variation analysis. The Spice simulation 

results aligned with work specifications, showing the 

final circuit operating at ± 900 mV power supply rail, 

consuming 31.95 µW. The “psf/spec.” simulation time 

was 28.9595 seconds per sample, with a peak resident 

memory usage of 68.7 Mbytes, yielding a total energy of 

0.93 mJ. The AANN achieved a 96.85% accuracy and 

0.9309 MCC, promising for breast cancer classification.  

This work holds the impact of providing a solid 

background for future studies, opens up new possibilities 

for optimizing computational resources and 

revolutionizing breast cancer screening, enabling faster 

diagnosis for timely treatment and improved patient 

outcomes, reducing healthcare costs, reducing disparities 

in breast cancer care, prioritizing investments in AANN 

research and development, and establishing policies that 

support the integration of AANNs into clinical practice. 

However, implementing a fully integrated on-chip 

learning AANN based on MLP architecture with 

backpropagation can improve the reliability and 

efficiency of this work for breast cancer diagnosis. 
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