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Abstract—Load in a power system is variable due to changes 

in customer demand. Probability Distribution Functions 

(PDFs) are commonly used to model power system load 

variability. The PDFs are generally selected based on their 

fit to load density. However, PDFs selected based solely on 

their fit to load density cannot be guaranteed to model the 

load range. PDFs that model the load range can synthesise 

maximum and minimum load values. The ability of PDFs to 

synthesise maximum and minimum load values ensures that 

the modelled load can be used to develop the power system 

peak and minimum demand. In this paper, PDFs are 

selected based on: (1) having a good fit to load density and 

(2) their ability to synthesise the load range. The results 

show that PDFs with a good fit to load density and that also 

model the load range result in power system transient 

stability results that are similar to those produced when 

measured load is used.  

Index Terms—Load variability modelling, load correlation, 
load range modelling, probabilistic transient stability  

I. INTRODUCTION 

Load in a power system varies throughout the day due 
to changes in customer demand. Load variability impacts 
both active and reactive power flows, and therefore the 
reliable operation of power systems. Load variability is 
commonly modelled using Probability Distribution 
Functions (PDFs) [1]-[3]. Modelling load variability 
using PDFs entails identifying the shape of the load 
density and fitting PDFs to the load density. The quantile 
functions of the fitted PDFs are used to convert load 
probabilities in the range [0,1] to synthetic load values. 
Load probabilities are sampled using methods such as 
Monte-Carlo Simulation (MCS) [4], quasi-MCS [5], and 
Latin Hypercube Sampling (LHS) [6].  

Load variability was modelled in [1], [7], and [8] using 
the Gaussian PDF. The limitation of the Gaussian PDF is 
that it can only model unimodal load density that is not 
skewed. However, load density may be multimodal and 
skewed [3], [9]. Load variability was modelled in [2], and 
[9] using the Kernel Density Estimation (KDE). In [3] 
and [10], load variability was modelled using the 
Gaussian Mixture Model (GMM). The use of the KDE 
and GMM PDFs in [2], [3], [9], and [10] enables the 
modelling of multimodal load densities that are also 
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skewed. The studies performed in [1]-[3], [7]-[9], and [10] 
do not evaluate the fit of PDFs to the load density since 
only a single PDF is used. Studies performed in [11], and 
[12] evaluate the fit of PDFs to load density, and the 
impact of load modelling on power system load flows. A 
study performed in [11] modelled load density using the 
Gaussian, Beta, Log-normal, Gamma, and GMM PDFs. 

The chi-square (2) statistic was used in [11] to assess 
how well PDFs modelled the load. The GMM was found 
in [11] to have a better fit to load density than the 
Gaussian, Beta, Log-normal, and Gamma PDFs. In [12], 
load variability was modelled using the GMM PDF. The 
impact of the modelled load on a network’s voltage levels 
was assessed in [12] using error analysis by comparing 
the results to those obtained using measured load. It was 
found in [12] that the measured and modelled load using 
the GMM PDF produced similar power system voltage 
results. In the studies performed in [1]-[3] and [7]-[12], it 
is not evident whether the PDFs can model the load range 
or not. The PDFs ability to model the load range ensures 
that they can synthesise maximum and minimum load 
values. Maximum and minimum load values are used to 
develop the power system peak and minimum demand. 

The objective of this study is to determine whether in 
addition to a good fit to load density, the ability of PDFs 
to model the load range should also be assessed during 
selection. Load variability in this paper is modelled using 
seven distribution functions, namely, the Gaussian, 
Rayleigh, Wakeby, Kappa, GMM, KDE, and Logspline 
Density Estimation (LDE) PDFs. The results show that 
PDFs with a good fit and model the load range are best 
for modelling load variability in a power system.  

The rest of the paper is organised as follows: Section II 
presents methods used to investigate the impact of load 
variability modelling on power system transient stability, 
Section III presents load variability modelling results, 
Section IV presents probabilistic power system transient 
stability results, and Section V is the conclusion. 

II. MODELLING 

A. Load Modelling 

1) Static Load Modelling 

When performing power system simulations, the load 
can be modelled using the polynomial model [13]. The 
load’s active and reactive power is modelled using three 
components, namely, constant impedance (Z), constant 
current (I), and constant power (P) [13]. In this study, the 

mailto:NCWSIY002@myuct.ac.za
mailto:NCWSIY002@myuct.ac.za


power system load is modelled as a constant impedance 
load using: 

2

  1 2 3oP P p V p V p = + +                   (1) 

2

1 2 3oQ Q q V q V q = + +                    (2) 

where Po and Qo are the load’s constant active and 
reactive power, p1, p2 and p3 are the active power 
coefficients, q1, q2 and q3 are the reactive power 

coefficients, and V  is the load’s voltage dependency 

factor.  

2) Load Variability Modelling 

Load variability is modelled using seven distribution 
functions, consisting of the Gaussian, Rayleigh, Wakeby, 
Kappa, GMM, KDE and LDE PDFs. The Gaussian PDF 
[7], [14] is given by: 
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where  is the standard deviation,  is the mean, and v is 

the modelled variable. 

The Rayleigh PDF [14] is given by:  
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where the location parameter is , the scale parameter is , 

and the modelled variable is v. 

The Wakeby PDF [14], [15] is given by: 
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where the first scale parameter is , the second scale 

parameter is , the first shape parameter is , the second 

shape parameter is , the location parameter is , and the 

modelled variable is v. 

The Kappa PDF [15] is given by: 
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where the first shape parameter is K, the second shape 

parameter is h, the scale parameter is , the location 

parameter is , and the modelled variable is v. 

The GMM PDF used in this investigation uses three 

Gaussian PDFs to model load variability. The GMM PDF 

[10], [12] is given by: 
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where the ith Gaussian PDF’s weight, standard deviation 

and mean are given by i, i, and i, respectively, and the 

modelled variable is v.  

The KDE PDF used in this investigation uses Gaussian 

kernels to model load variability. The KDE PDF [16] is 

given by: 
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where the Gaussian kernel is K, the number of load 

samples is n, the kernel bandwidth is h, and the modelled 

variable is v.  

The LDE PDF used in this investigation uses basis-

splines (B-splines), which are piecewise polynomials 

with continuity constraints to model load variability [17], 

[18]. The LDE PDF [17], [18] is given by: 
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where the B-splines are Bn(v), the coefficients of B-

splines is n, the normalising constant is C(), and the 

modelled variable is v.  

3) Load Spatial Correlation 

Load in a power system is spatially correlated due to 

customer demand patterns. The Kendall’s tau correlation 

coefficient is used in this investigation to assess whether 

the variable load modelled using the PDFs maintains the 

measured load’s spatial correlation. The Kendall’s tau 

correlation coefficient [19], [20] of two variables X and Y 

is given by: 
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where n is the sample size, sgn is the sign function, xi and 

xj are observations from X and yi and yj are observations 

from Y. 

4) Load Range  

Load probabilities in the range [0,1] are sampled using 

LHS [6]. Synthetic load values are produced using the 

fitted PDFs quantile functions from the sampled load 

probabilities. Measured and synthesised maximum and 

minimum load values are compared to assess the PDF’s 

ability to model the load range. 

B. Probabilistic Power System Transient Stability 

The power system’s transient stability is investigated 

using the probabilistic method. Different power system 

loading conditions are modelled using sampled load data. 

Time-domain analysis is then used to investigate the 

power system transient stability by applying three-phase 

faults on a line. The applied faults are isolated by tripping 

the line using a fault clearing time of 100 ms. 

C. Goodness-of-Fit 
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The Root Mean Square Error (RMSE) and Mean 

Absolute Error (MAE) are used to assess the error 

between modelled and measured load, and the error 

between the power system’s transient stability results 

produced using measured and modelled load. The RMSE 

and MAE [15], [21] are given by:



1

1 ˆMAE
N

i i

i

F F
N =

= −                      (12) 

where ˆ
iF  and Fi are probabilities of the ith independent 

and dependent variables, and N is the number of samples. 

III. POWER SYSTEM LOAD VARIABILITY MODELLING 

A. Case Study 

The IEEE 9-bus test system shown in Fig. 1 is used as 

a case study. The test system has three synchronous 

generators (SGs). The SGs operate in voltage control 

mode, and each has an IEEET1 excitation system and a 

BPA_GG governor system. Gen 1 is the reference 

machine. The active power generated by Gen 3 is set to 

85 MW. The active power generated by Gen 2 is set to 0 

MW, and the machine is operated as a synchronous 

condenser. 

The IEEE 9-bus test system load is located at buses 5, 

6 and 8. Load variability is modelled using residential 

substation load, measured in 5-minute intervals between 

January and December 2019. The measured load is 

normalised using the peak load demand at each load bus. 

The maximum and minimum load values at the three load 

buses are shown in Table I. 

 

Fig. 1. IEEE 9-bus test system diagram [22].  

 

TABLE I: RANGE  

Load range Bus 5 Load (MW) Bus 6 Load (MW) Bus 8 Load (MW) 

Maximum 125.000 90.000 100.000 

Minimum 31.604 27.640 14.366 

TABLE II: MISSING SUBSTATION LOAD DATA 

Loads Percentage 

Bus 5 Load 0.04384% 

Bus 6 Load 0.07052% 

Bus 8 Load 0.00477% 

 

Table II shows the pre-processed measured load data. 

Pre-processing the load data shows that there are missing 

load measurements. The measured load assigned to bus 5 

has 0.04384% missing measurements, while the load 

assigned to bus 6 has 0.07052% missing measurements. 

On the other hand, the load assigned to bus 8 has 

0.00477% missing measurements.  

A. Load Variability Modelling  

1) Fitting Probability Distribution Functions 
The distribution functions are fitted to the load density 

using tools available in the R-programming language 

version 3.6.1. Tables III to VII show the parameters of 

the Gaussian, Rayleigh, Wakeby, Kappa and GMM PDFs 

used to model load variability.  

TABLE III: GAUSSIAN DISTRIBUTION FUNCTION PARAMETERS 

Loads Mean Standard Deviation 

Bus 5 Load 65.204 17.246 

Bus 6 Load 57.091 10.617 

Bus 8 Load 40.247 15.142 

TABLE IV: RAYLEIGH DISTRIBUTION FUNCTION PARAMETERS 

Loads Location Scale 

Bus 5 Load 31.983 26.506 

Bus 6 Load 36.640 16.317 

Bus 8 Load 11.079 23.273 

TABLE V: WAKEBY DISTRIBUTION FUNCTION PARAMETERS 

Loads Location   Scale 1  Scale 2  Shape 1  Shape 2  

Bus 5 Load 35.731 62.955 1.268 0.664 0.613 

Bus 6 Load 34.966 73.354 5.394 14.914 -0.400 

Bus 8 Load 9.044 462.876 32.365 19.568 -0.129 

TABLE VI: KAPPA DISTRIBUTION FUNCTION PARAMETERS 

Loads Location  Scale  Shape 1 Shape 2 

Bus 5 Load 51.782 27.165 0.499 0.505 

Bus 6 Load 52.773 11.587 0.341 0.098 

Bus 8 Load 30.877 13.190 -0.017 0.244 

 

TABLE VII: GMM DISTRIBUTION FUNCTION PARAMETERS 

Loads Weight 1 Weight 2 Weight 3 Mean 1 Mean 2 Mean 3 
Standard 

Deviation 1 

Standard 

Deviation 2 

Standard 

Deviation 3 

Bus 5 Load 0.249 0.678 0.073 44.544 70.002 91.089 5.303 12.202 12.993 

Bus 6 Load 0.336 0.441 0.223 46.095 58.896 70.053 6.004 5.056 5.800 

Bus 8 Load 0.091 0.571 0.338 20.480 33.864 56.386 1.336 6.240 15.621 

 

Fig. 2 shows density plots of the measured load 

modelled using PDFs. The load density at bus 5 is 

multimodal since it has multiple peaks. The multimodal 

load density is not modelled by the Gaussian, Rayleigh, 

Wakeby and Kappa PDFs because they are unimodal. 

However, the multimodal load density is modelled by the 

GMM, KDE and LDE PDFs. The GMM PDF models the 

multimodal load density because it fits three Gaussian 

PDFs. Also, the multimodal load density is modelled by 

the KDE and LDE PDFs because they are both non-

parametric distribution functions that fit Gaussian kernels 

and B-splines, respectively, to the load. At buses 6 and 8, 

load density has a single peak, hence it is unimodal, and 

all the distribution functions assessed model the load 

density. 
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LOAD 



 
Fig. 2. Load density modelled using PDFs: (a) bus 5 load, (b) bus 6 load, (c) bus 8 load. 

 

TABLE VIII: LOAD SPATIAL CORRELATION 

Load 
Buses 5 and 6 

Load 

Buses 5 and 8 

Load 

Buses 6 and 8 

Load 

Measured Load 0.418950 0.499111 0.317247 

Gaussian Load 0.418930 0.499083 0.317221 

Rayleigh Load 0.418930 0.499083 0.317221 

Wakeby Load 0.418946 0.499101 0.317241 

Kappa Load 0.418944 0.499101 0.317239 

GMM Load 0.418930 0.499083 0.317221 

KDE Load 0.418950 0.499111 0.317247 

LDE Load 0.418930 0.499083 0.317221 

 

The Kendall’s tau correlation coefficients of the 

measured and modelled loads at the three load buses are 

shown in Table VIII. The spatial correlation of the 

measured and modelled load at the three load buses is 

assessed to determine if the modelled load maintains the 

measured load’s spatial correlation. The load Kendall’s 

tau correlation coefficients show that the modelled load 

preserves the measured load’s spatial correlation. Also, 

the loads Kendall’s tau correlation coefficients show that 

buses 5 and 8 loads have the highest spatial correlation, 

followed by buses 5 and 6 loads, and lastly, buses 6 and 8 

loads. 

2) Distribution Function Goodness-of-Fit 

 

 

 
Fig. 3. Load ECDFs modelled using CDFs: (a) bus 5 load, (b) bus 6 load, (c) bus 8 load. 

TABLE IX: LOAD MODELLING RMSE RESULTS 

Loads Gaussian CDF Rayleigh CDF Wakeby CDF Kappa CDF GMM CDF KDE CDF LDE CDF 

Bus 5 Load 0.02746 0.03403 0.01417 0.02019 0.00907 0.00141 0.00473 

Bus 6 Load 0.00997 0.03167 0.00580 0.00850 0.00286 0.00228 0.00234 

Bus 8 Load 0.07020 0.04329 0.02465 0.02237 0.00621 0.00117 0.00413 

TABLE X: LOAD MODELLING MAE RESULTS  

Loads Gaussian CDF Rayleigh CDF Wakeby CDF Kappa CDF GMM CDF KDE CDF LDE CDF 

Bus 5 Load 0.02190 0.02880 0.01093 0.01742 0.00750 0.00118 0.00429 

Bus 6 Load 0.00740 0.02644 0.00438 0.00710 0.00228 0.00201 0.00216 

Bus 8 Load 0.05541 0.03448 0.02013 0.01912 0.00530 0.00091 0.00347 

 

3) Load Range Synthesis 

Table XI shows the synthesised maximum and 

minimum load using quantile functions of the fitted PDFs. 

A comparison of Tables I and XI shows that only the 

KDE and LDE PDFs model the load range at the three 

load buses. The Gaussian PDF synthesises maximum and 

minimum load at bus 6. At buses 5 and 8, the Gaussian 

PDF synthesises maximum load only. Furthermore, at 

buses 5 and 8, the Gaussian PDF synthesises negative 

load values, while the minimum load should be positive, 
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The plots of the measured load Empirical Cumulative 

Distribution Functions (ECDFs) and the fitted PDFs 

Cumulative Distribution Functions (CDFs) are shown in 

Fig. 3. It can be seen that the CDFs of the fitted PDFs are 

closer to the measured bus load ECDFs at higher loads 

than lower loads. This indicates that the fitted PDFs are 

more accurate at modelling higher load values than lower 

load values. The RMSE and MAE results of the fitted 

distribution functions are shown in Tables IX and X, 

respectively. The CDFs with the lowest RMSE and MAE 

are the KDE CDF, followed by the LDE CDF and the 

GMM CDF. These results indicate that the KDE PDF, 

followed by the LDE PDF, and then the GMM PDF have 

a good fit to load density at the three load buses.



as shown in Table I. The Rayleigh PDF synthesises 

maximum and minimum load at bus 8. At buses 5 and 6, 

the Rayleigh PDF synthesises maximum load only. The 

Wakeby PDF synthesises maximum and minimum load at 

bus 8. At bus 5, the Wakeby PDF synthesises maximum 

load only. At bus 6, the Wakeby PDF does not synthesise 

both maximum and minimum load. The Kappa PDF 

synthesises maximum and minimum load at bus 8. At 

buses 5 and 6, the Kappa PDF synthesises minimum load 

only. The GMM PDF synthesises bus 5 and 6 maximum 

and minimum load. At bus 8, the GMM PDF synthesises 

maximum load only, whereas the synthesised minimum 

load value is negative. This does not agree with the 

minimum load value shown in Table I, which is positive. 

The inability of the PDFs to synthesise maximum and 

minimum load indicates that their upper and lower tails 

do not extend beyond the measured maximum and 

minimum load values. 

TABLE XI: SYNTHESISED MAXIMUM AND MINIMUM LOAD  

Loads Statistic Gaussian PDF Rayleigh PDF Wakeby PDF Kappa PDF GMM PDF KDE PDF LDE PDF 

Bus 5 Load 

 

Maximum (MW) 143.923 166.605 3020.107 106.125 142.809 125.025 128.183 

Minimum (MW) -12.733 32.049 35.732 29.746 15.864 31.574 24.554 

Bus 6 Load 

 

Maximum (MW) 105.380 119.268 85.620 86.299 94.543 90.029 95.132 

Minimum (MW) 7.201 36.667 34.966 19.181 19.252 27.606 17.470 

Bus 8 Load Maximum (MW) 107.803 127.030 144.367 212.721 122.354 100.030 101.794 

Minimum (MW) -26.757 11.151 9.047 13.147 -8.984 14.327 12.749 

 

4) Comparison of Distribution Functions 

Table XII shows the distribution function with the best 

fit to load density at the three load buses based on the 

RMSE and MAE. Also, Table XIII shows distribution 

functions that can model the load range at the three load 

buses. Based on fit to load density and their ability to 

model the load range, the load at the three load buses 

should be modelled using the KDE PDF. The KDE PDF 

best fits load density, and models maximum and 

minimum load at all three load buses among the 

distribution functions assessed. The LDE PDF has the 

second-best fit to load density and also models maximum 

and minimum load at the three load buses. 

TABLE XII: DISTRIBUTION FUNCTION WITH HIGH GOODNESS-OF-FIT 

Loads Distribution Function 

Bus 5 Load KDE PDF  

Bus 6 Load KDE PDF  

Bus 8 Load KDE PDF  

TABLE XIII: DISTRIBUTION FUNCTION THAT MODELS THE LOAD RANGE 

Loads Distribution Function 

Bus 5 Load KDE, LDE and GMM PDFs  

Bus 6 Load KDE, LDE, GMM and Gaussian PDFs 
Bus 8 Load KDE, LDE, Rayleigh, Wakeby and Kappa PDFs 

 
Fig. 4. Bus 5 normalised load moving mean. 

IV. POWER SYSTEM TRANSIENT STABILITY ANALYSIS 

A. Sample Size 

The impact of the modelled load on power system 

transient stability is assessed using probabilistic transient 

stability analysis. Load values are randomly sampled 

from the variable load using MCS. Fig. 4 shows bus 5 

normalised load moving mean. The normalised load 

moving mean figures for buses 6 and 8 are not shown due 

to the limited space. The normalised load moving mean is 

used to determine the sample size based on the number of 

samples required for the load’s normalised moving mean 

to stabilise.  
The required number of samples for bus 5 and bus 8 

normalised load moving mean to stabilise is about 781. 
Furthermore, about 541 samples are required for bus 6 
normalised load moving mean to stabilise. This indicates 
that at each load bus, at least about 781 load samples 
should be used. As a result, in this study, 1000 load 
samples are used to investigate if the measured and 
modelled variable load results in similar transient stability 
of the IEEE 9-bus test system. 

B. Probabilistic Power System Transient Stability 

 

 

 

Fig. 5 shows ECDFs of Gen 3’s rotor angle deviations. 

Among the PDFs used to model load variability, the load 

modelled using the KDE and LDE PDFs result in Gen 3’s 

rotor angle deviation ECDFs that closely follow those 

produced when measured load is used. The ECDFs of 

Gen 3’s rotor angle deviations produced when load 

variability is modelled using the Gaussian, Rayleigh, 

Wakeby, Kappa and GMM PDFs do not closely follow 

those produced when measured load is used. The load 

modelled using the Gaussian, and GMM PDFs results in 

Gen 3 rotor angle deviations that are lower than those 
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For each of the 1000 load samples taken, the transient 

stability of the IEEE 9-bus test system is assessed using 

time-domain analysis in Digsilent PowerFactory 2020. 

The studies are automated using a script developed using 

Python 3.6 that interfaces to Digsilent PowerFactory 
using its Application Programming Interface (API). The 

IEEE 9-bus test system transient stability is assessed by 

applying three-phase faults on line 6-9, as shown in Fig. 1. 

The faults are applied on line 6-9, close to bus 9. During 

the studies, Gen 3’s rotor angle deviations are monitored. 

The applied fault is isolated by tripping the line using a 

fault clearing time of 100 ms. Applying the fault causes 

Gen 3’s rotor to accelerate due to the generator storing 

the power it cannot transfer into the power system as 

kinetic energy. This causes Gen 3’s rotor to accelerate, 
resulting in the rotor angle deviating from its pre-fault 

value. 



produced when measured load is used. This indicates that 

the load modelled using the two PDFs causes the power 

system to operate further away from transient instability 

than when measured load is used. On the other hand, load 

modelled using the Rayleigh, Wakeby and Kappa PDFs 

results in Gen 3 rotor angle deviations that are higher 

than those produced when measured load is used. This 

indicates that the load modelled using the three PDFs 

causes the power system to operate closer to transient 

instability than when measured load is used. 

Table XIV shows the range of Gen 3 rotor angle 

deviations produced when measured and modelled load is 

used. The range of Gen 3 rotor angle deviations indicates 

that the generator remains synchronised during the 1000 

power system loading conditions assessed. This indicates 

that when measured and modelled load is used, Gen 3 

remains transiently stable. The benefit of considering the 

impact of load variability on probabilistic power system 

transient stability is that it makes it possible to identify 

loading conditions that result in instability and loading 

conditions that do not. Network loading conditions that 

result in transient instability can be further investigated to 

determine why instability occurs. 

 
Fig. 5. Gen 3 rotor angle deviation ECDFs when three-phase faults are 

applied close to bus 9 online 6-9. 

TABLE XIV: GEN 3’S ROTOR ANGLE DEVIATION RANGE 

Fault location Measured 

Data 

Gaussian PDF 

Data 

Rayleigh PDF 

Data 

Wakeby PDF 

Data 

Kappa PDF 

Data 

GMM PDF 

Data 

KDE PDF 

Data 

LDE PDF 

Data 

Line 6-9 fault 11.90 to 80.6 17.10 to 92.20 10.90 to 80.00 -15.10 to 80.40 4.30 to 82.10 12.70 to 82.80 11.80 to 80.60 11.70 to 80.50 

TABLE XV: GEN 3 ROTOR ANGLE DEVIATION ECDFS RMSE AND MAE RESULTS  

Fault location Gaussian PDF 

Data 

Rayleigh PDF 

Data 

Wakeby PDF 

Data 

Kappa PDF 

Data 

GMM PDF 

Data 

KDE PDF 

Data 

LDE PDF 

Data 

RMSE 0.024701 0.021240 0.013894 0.012772 0.007134 0.001094 0.001182 

MAE 0.019452 0.016406 0.010640 0.009718 0.004534 0.000646 0.000742 

 

C. Similarity Analysis of Transient Stability Results 

 

  

V. CONCLUSION 

The impact of load variability modelling on power 

system transient stability was investigated in this paper. 

Load variability was modelled using the Gaussian, 

Rayleigh, Wakeby, Kappa, GMM, KDE, and LDE PDFs. 

It was found that the KDE PDF, followed by the LDE 

PDF, are suitable for modelling load variability. The two 

PDFs have a good fit to load density, and they synthesise 

the load range. Furthermore, it was found that load 

modelled using the KDE and LDE PDFs produced rotor 

angle deviations similar to those produced when 

measured load was used. The study's findings indicate 

that when modelling power system load variability, in 

addition to selecting PDFs based on their fit to load 

density, they should also be selected based on whether 

they model the load range or not. 
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