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Abstract—The paper presents a system time synchronization 

mechanism of a Real-Time Operating System (RTOS) for 

loosely coupled distributed Cyber-physical Systems (CPS) 

such as distributed control systems connected with wireless 

networks or wide-area networks. In CPS, computations 

directly interact with the physical world based on the 

physical time. Meanwhile, application tasks that perform 

computation are managed by a RTOS according to the 

system time. Thus, a precisely synchronized system time is 

required for high performance control of the physical world. 

The system time synchronization mechanism presented in 

this paper provides the system time that is precisely 

synchronized with UTC (coordinated universal time). The 

system time synchronization mechanism compensates tick 

rate, tick phase and the value of the system time utilizing the 

Pulse Per Second (PPS) signal of a GNSS (global navigation 

satellite systems) receiver module. We build the system time 

synchronization mechanism into a RTOS, with which 

embedded computers synchronously execute application 

tasks according to the precisely synchronized system time. 

The evaluation results show that the synchronization error 

is sufficiently small for practical embedded control systems. 

The system time synchronization mechanism can be easily 

applied to other RTOS. 

Index Terms—System time synchronization, real-time 

operating systems, cyber-physical systems, distributed 

control systems, GNSS 

I. INTRODUCTION 

Cyber-physical Systems (CPS) are real-time systems, 

in which computations directly interact with the physical 

world where time cannot be abstracted away [1]. 

Application tasks are managed by Real-Time Operating 

Systems (RTOS) according to the system time in most 

CPS. Distributed embedded control systems such as 

automotive control systems, multi-vehicle control 

systems and avionics systems are hard real-time CPS, in 

which the delay and jitter introduced by the computer 

system may lead to significant performance degradation 

[2]. A precisely synchronized system time is required for 

high performance control of the physical world. 

NTP (network time protocol) [3] is widely used to 

synchronize the system times of nodes in distributed 
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computing systems. However, NTP is not sufficient for 

hard real-time CPS because the accuracy of time 

synchronization is not enough for a distributed control 

system to correctly control the physical world. The IEEE 

1588 PTP (precision time protocol) is more accurate time 

synchronization protocol. Cochran et al. presented a 

method to synchronize the Linux system time with a PTP 

hardware clock [4]. A time-triggered architecture with 

clock synchronization is useful for hard real-time 

distributed systems [5]. Chiba et al. presented a 

distributed operating system with a global time 

mechanism [6], which is supported by the clock 

synchronization of FlexRay [7]. However, these systems 

require wired local-area networks and are not applicable 

for loosely-coupled CPS such as distributed control 

systems connected with wireless networks or wide-area 

networks. 
GNSS (global navigation satellite systems) such as 

GPS (global positioning system) and GLONASS 
(globalnaya navigatsionnaya sputnikovaya sistema) are 
useful for time transfer [8]. Bogdanov et al. showed that 
GNSS time offsets are maintained within ±20 ns [9]. If 
each computer has a GNSS receiver module, the system 
time of a distributed CPS can be precisely synchronized 
without wired networks. Kim et al. presented a clock 
synchronization module using GPS for a middleware 
called TMOSM (time-triggered message-triggered object 
support middleware) for wide-area distributed systems 
[10]. Quesada et al. presented and evaluated GPS-based 
clock synchronization methods using a PPS (pulse per 
second) signal of the GPS receiver module [11]. Kubczak 
et al. presented preprocessing for fast synchronization of 
high-stability oscillators disciplined by the GNSS PPS 
signal [12]. Hollós et al. presented a GNSS-based 
reference clock connection interface for IEEE 1588 
master clocks [13]. Hasan et al. demonstrated that the 
coverage availability and the timing accuracy of GNSS-
based time synchronization are acceptable for most 
vehicular ad-hoc networks [14]. However, these systems 
are not for the synchronization of the system time of 
RTOS, which is used for task scheduling. 

We already presented a RTOS that provides a system 

time, which is precisely synchronized based on GNSS 

[15]. However, the system time synchronization 

mechanism of the RTOS requires a GNSS module that 

provides not only a PPS signal but also a low jitter high 

rate clock signal. There are a few modules that provide 

low jitter high rate clock signal and they are expensive. 
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Most GNSS receiver modules provide just a PPS signal, 

which provides sufficient accuracy for hard real-time 

embedded systems as Niu et al. reported in [16]. 

This paper presents a GNSS-based system time 

synchronization mechanism that requires just the PPS 

signal of a GNSS receiver module. The system time of a 

RTOS is represented by a counter, the unit of which is 

called a tick. The system time counter is updated by an 

interrupt, which is periodically issued by a hardware 

timer. The GNSS-based system time synchronization 

mechanism is implemented as an interrupt routine and 

synchronizes the system time counter with UTC 

(coordinated universal time) by compensating the rate of 

the tick, the phase of the tick and the value of the system 

time referring to the PPS signal. We build the system 

time synchronization mechanism into a RTOS, which 

manages application tasks according to the precisely 

synchronized system time. By using the RTOS, we can 

develop a hard real-time CPS, in which coherent task 

scheduling is performed. 

The rest of the paper is organized as follows. Section II 

presents system time synchronization utilizing the PPS 

signal of a GNSS receiver module. Section III describes 

the implementation of the system time synchronization 

mechanism. Section IV evaluates the performance of the 

system time synchronization mechanism and Section V 

concludes the paper. 

II. GNSS-BASED SYSTEM TIME SYNCHRONIZATION 

A. Design Policy 

Fig. 1 illustrates an example CPS, in which embedded 

computers cooperatively control physical objects based 

on a GNSS-based synchronized system time. The system 

time on each embedded computer is synchronized with 

UTC referring to a GNSS receiver module signal on each 

embedded computer. Thus, embedded computers can 

synchronously execute application tasks according to the 

synchronized system time. 

The design policies of the GNSS-based system time 

synchronization mechanism are shown below. 

 Special hardware should not be used. 

 The major modification of the RTOS is not 

required. 
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Fig. 1. Cyber-physical system with GNSS-based synchronized system 

time. 
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Fig. 2. Tick and system time. 
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Fig. 3. System time updating mechanism. 
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Fig. 4. Tick Interrupt 

The first policy is to prevent increasing the cost. We 

implement the system time synchronization mechanism 

by software on a general-purpose microprocessor with a 

GNSS receiver module. The second policy is to easily 

build the system time synchronization mechanism into 

various RTOS. 
Fig. 2 illustrates the tick and the system time. A tick is 

a unit of the system time. Tmax means the maximum value 
of the system time. If the value of the system time 
becomes to be equal to Tmax, the value is reset to zero at 
the next tick. 

Fig. 3 illustrates the system time updating mechanism. 
The hardware timer counts the clock signal. The system 
time is represented by the system time counter of the 
RTOS. The system time counter is periodically updated 
by the tick interrupt routine, which is issued by the 
hardware timer interrupt. The scheduler of the RTOS 
manages the application tasks according to the system 
time. 

Fig. 4 illustrates the relation of the system time and the 
hardware timer. A compare match timer is usually used to 
issue the tick interrupt. When the value of the hardware 
timer becomes to be equal to the compare match value, 
the tick interrupt is issued and then the value is reset to 
zero. The compare match value is set so that the tick 
interrupt occurs in each tick. 

We present a system time synchronization mechanism 
that adjusts the compare match value of the hardware 
timer to compensate the tick and the system time. 
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Fig. 5. System time synchronization mechanism 
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Fig. 6. Tick rate error. 
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Fig. 7. Tick rate compensation. 

B. Synchronization Mechanism 

To precisely synchronize the system time, the value of 

the system time must be kept identical at any instant. 

Thus, not only the value of the system time at an instant 

but also the tick rate and the tick phase must be identical. 

The system time synchronization mechanism compen-

sates the tick rate, the tick phase and the value of the 

system time. The compensations are performed by 

adjusting the compare match value of the hardware timer 

referring to the PPS signal of a GNSS receiver module. 

Fig. 5 illustrates the time synchronization mechanism, 

which compensates the tick rate, the tick phase and the 

value of the system time just by using the PPS signal. The 

details of the compensation are described in Section II-C 

and Section II-D 

The GNSS receiver module outputs the signals under 

the condition that sufficient GPS satellites are captured. If 

sufficient GPS satellites are not captured, the GNSS 

receiver module stops outputting the PPS signal. So the 

tick synchronization is performed so long as the GNSS 

receiver module outputs the PPS signal. If the GNSS 

receiver module resumes outputting the PPS signal, the 

tick synchronization also resumes. The error of the 

system time is small and can be compensated in a short 

time if the PPS signal suspended duration is not so long. 

C. Tick Rate Compensation 

The clock signal is generally generated by a crystal 

oscillator, which usually has frequency deviation. The 

clock rate also varies depending on the temperature. The 

deviation and the variation cause tick rate error. Fig. 6 

illustrates the hardware timer for the tick interrupt and the 

PPS signal in the case that the tick is 1ms and the 

frequency of the clock signal is 5MHz. In this case, the 

compare match value is set to 4999 and the tick interrupt 

is issued 1000 times per second. The figure also shows 

the tick rate error in one second, which is a difference 

between the values of the hardware timer at the timing of 

the rising edge of the PPS signal. 

We present a method to compensate the tick rate by 

precisely adjusting the compare match value of the 

hardware timer in each one second interval. Fig. 7 

illustrates the hardware timer and the PPS signal. The tick 

rate is compensated by precisely adjusting the compare 

match value. In this example, the compare match value is 

set to 5000 in the first half duration and set to 4999 in the 

latter half duration in one second. The durations are 

calculated by the system time synchronization 

mechanism to minimize the tick rate error. This makes it 

possible to keep the tick rate error under the period of the 

clock signal without using a low jitter high rate clock 

signal. 

D. Tick Phase and System Time Compensation 

The tick phase and the value of the system time are 

compensated as same as the previous system time 

synchronization mechanism presented in [15]. 

Fig. 8 illustrates the PPS signal, the hardware timer 

and the system time. The timing to update the system 

time must be matched to the timing of the rising edge of  

System Time

Time

Tick
Hardware Timer

Tick

PPS Signal

0

Compare Match
Value

Error

Phase Error

0

1

 
Fig. 8. Tick phase compensation. 
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the PPS signal. The solid line of the value of the 

hardware timer and the solid line of the value of the 

system time show a case in which no phase error exists 

and the broken lines show a case in which a phase error 

exists. 

The tick phase is compensated by adjusting the tick 

interval, i.e., by adjusting the compare match value of the 

hardware timer until the timing of updating the system 

time becomes matched to the timing of the rising edge of 

the PPS signal. 

The system time is correctly maintained just by the tick 

rate compensation and tick phase compensation so long 

as the GNSS receiver module outputs the PPS signal. 

However, if the GNSS receiver module stops outputting 

the PPS signal, the system time may not be correctly 

maintained. If the value of the system time is not correct 

when the GNSS receiver module resumes outputting the 

PPS signal, the system time must be compensated. 

Fig. 9 illustrates the PPS signal and the system time in 

the case that the maximum value of the system time 

(Tmax) is one second. The value of the system time must 

be just zero at the timing of the rising edge of the PPS 

signal in this case. 

The solid line of the value of the system time shows a 

case in which no system time error exists and the broken 

line shows a case in which a system time error exists. The 

system time is compensated by adjusting the tick interval, 

i.e., by adjusting the compare match value of the 

hardware timer until the system time becomes just zero, 

one or multiple seconds at the timing of the rising edge of 

the PPS signal. 
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Fig. 9. System time compensation. 

III. IMPLEMENTATION 

A. Hardware and Operating System 

We use an evaluation board in which a microprocessor 

called H8S/2638F is installed. The clock rate of the 

microprocessor is 20MHz. We also use a GNSS receiver 

module called GT-87 [17], which supports GPS, 

GLONASS, SBAS and QZSS. The accuracy of the PPS 

signal is less than 15ns(1σ)(@-130 dBm) and less than 

50ns(1σ) (@-150 dBm). Fig. 10 illustrates the 

microprocessor and the GNSS receiver module. The 

hardware timer Timer 0 connected with the f/4 signal 

generated by dividing the clock by 4 is used to issue an 

interrupt in each 1ms interval. We also use another 

hardware timer Timer 2 connected to the PPS signal to 

issue an interrupt in each one second interval. 

We build the system time synchronization mechanism 

into an OSEK OS [18] called TOPPERS/ATK1, which is 

developed by TOPPERS project [19]. OSEK OS provides 

system services for task management, alarms, events, 

resources and interrupt management. The counter and 

alarm mechanism is used to implement periodic tasks in 

OSEK OS. The system time counter is a counter to 

represent the system time. An alarm is used to activate a 

task, set an event or call an alarm call back routine. 

Periodic tasks are activated by alarms connected with the 

system time counter. 
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Fig. 10. Microprocessor and GNSS receiver module. 

Fig. 11 illustrates the hardware timer and the tick 

interrupt routine of the original TOPPERS/ATK1 for 

H8S/2638F. The default tick is 1ms, so the compare 

match value of Timer 0 is 4999. The default maximum 

value of the system time is 1000 (999 to be exact), i.e., 

one second. Tick interrupt routine is issued by Timer 0 

and executes the processing for the system time counter 

and the alarms. Tick interrupt routine of 

TOPPERS/ATK1 is implemented as an ISR (interrupt 

service routine) of Category 2, which can use OSEK OS 

system services. 

B. System Time Synchronization Mechanism 

Fig. 12 illustrates hardware timers and interrupts for 

the system time synchronization mechanism. 1ms 

interrupt routine issued by Timer 0 in each 1ms interval 

and PPS interrupt routine issued by Timer 2 in each one 

second interval are added. As shown by the figure, the 

system time synchronization mechanism, which consists 

of 1ms interrupt routine and PPS interrupt routine, can 

be added without modifying the program of the RTOS 

including tick interrupt routine, except for the hardware 

timer setup code. Thus, the mechanism can be easily 

applied to other RTOS. 
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Fig. 11. ISR structure of original RTOS. 
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Fig. 12. ISR structure of system time synchronization mechanism. 
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Tick interrupt routine is activated by a trap (software 

interrupt) issued by 1ms interrupt routine. PPS interrupt 

routine and 1ms interrupt routine are ISRs of Category 1, 

which cannot use OSEK OS system services, because the 

overhead of an ISR of Category 1 is less than the 

overhead of an ISR of Category 2. The priority of an ISR 

of Category 1 is higher than the priority of an ISR of 

Category 2. The priority of PPS interrupt routine is 

higher than the priority of 1ms interrupt routine. 

PPS interrupt routine checks the tick rate as described 

in Section II-C. PPS interrupt routine also checks the tick 

phase and the value of the system time as described in 

Section II-D. If the tick rate error or the tick phase error is 

detected to be greater than their thresholds or the system 

time error is detected, 1ms Interrupt Routine adjusts the 

compare match value of Timer 0 for compensation. The 

threshold of the tick rate error is 1µs (0.1% of the tick 

interval) and the threshold of the tick phase error is 5 µs 

(0.5% of the tick interval). The parameters for the 

compensation are decided so that the variation of the 

compare match value is less than 1%. 

IV. EXPERIMENTAL EVALUATION 

A. Overhead of System Time Synchronization 

We have measured the CPU execution times of PPS 

interrupt routine, 1ms interrupt routine and tick interrupt 

routine. Table I shows the average value and the 

maximum value (written in parentheses) of each interrupt 

of the RTOS with the system time synchronization 

mechanism presented in this paper. The execution time of 

tick interrupt routine is shown separately in the case that 

no alarm is defined (without alarm), in the case that an 

alarm is defined and no task is activated (with alarm), and 

in the case that an alarm is defined and a task is activated 

by the alarm (task activation). The table also shows the 

CPU execution times of the RTOS developed in the 

previous work [15] that utilizes not only the PPS signal 

but also a low jitter high rate clock signal for comparison. 

The column presented shows the CPU execution time of 

the system time synchronization mechanism presented in 

this paper and the column previous shows the CPU 

execution time of the previous work. 

The CPU execution time of 1ms interrupt routine of 

the presented mechanism is much less than the previous 

work. This is because the tick rate check, which is 

executed by 1ms interrupt routine in the previous work, 

is executed by PPS interrupt routine in the presented 

mechanism. The execution time of PPS interrupt routine 

of the presented mechanism is more than the previous 

work. However, 1ms interrupt routine is executed a 

thousand times in a second and PPS interrupt routine is 

executed once in a second. Thus, the overhead of the 

presented mechanism is much less than the previous work. 
The CPU execution time of 1ms interrupt routine of 

the presented mechanism is also much less than the 
execution time of tick interrupt routine, which is the 
original program of TOPPERS/ATK1 and not modified. 
Thus, we think that the overhead of the presented 
mechanism is acceptable for practically embedded 
control systems. 

TABLE I. CPU EXECUTION TIME OF INTERRUPTS 

Interrupt Routine 

CPU Execution Time [µs] 

Presented 
ave.(max.) 

Previous 
ave.(max.) 

PPS 13.3 (16.8) 10.6 (10.6) 

1ms 2.9 (2.9) 9.7 (10.5) 

Tick 

without alarm 10.1 (10.1) 10.1 (10.1) 

with alarm 13.1 (13.1) 13.1 (13.1) 

task activation 45.8 (45.8) 45.8 (45.8) 

B. Accuracy of System Time Synchronization 

To evaluate the accuracy of the system time 

synchronization, we have measured the synchronization 

error by comparing the compare match timing of the 

hardware timers of different microprocessors. We have 

set the hardware timer parameters so that the output of 

the hardware timer is toggled by compare match and have 

measured the time difference between the toggle outputs 

of the hardware timers of different microprocessors using 

an oscilloscope. The time difference means the 

synchronization error of the system time. 

The maximum time difference is 10µs in the case of 

the system time synchronization mechanism presented in 

this paper and is 18µs in the case of the system time 

synchronization mechanism of the previous work. We 

think that the tick rate compensation by the presented 

mechanism is more stable than the tick rate compensation 

of the previous work, which is executed in each tick 

referring to the low jitter high rate clock signal. 

The synchronization error of the presented mechanism 

is less than 10µs. The error is much less than the CPU 

execution time of the tick interrupt with task activation 

(45.8µs as shown in Table I), which means the task 

activation time. It is also less than 1% of 1ms, which is 

the typical tick time of RTOS used in embedded control 

systems. Thus, we think that the synchronization error is 

sufficiently small for practical embedded control systems. 

V. CONCLUSION 

We have presented a GNSS-based system time 

synchronization mechanism that utilizes just the PPS 

signal of a GNSS receiver module. The system time is 

synchronized with UTC by compensating the tick rate, 

the tick phase and the value of the system time referring 

to the PPS signal. 

We have built the system time synchronization 

mechanism into an OSEK OS called TOPPERS/ATK1 

and evaluated the overhead of the mechanism and the 

accuracy of the system time synchronization. The 

evaluation results show that the overhead is acceptable 

and the synchronization error is sufficiently small for 

practical embedded control systems. 

The system time synchronization mechanism issues the 

tick interrupt that updates the system time of the RTOS. 

The mechanism is added without modifying the source 

code of the RTOS except for the hardware timer setup 

code, so it can be easily applied to other RTOS. 

A time-triggered operating system such as OSEKtime 

[20] may be needed for strict hard real-time applications 
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that require less jitter. The future work is to develop a 

time-triggered operating system with GNSS-based system 

time synchronization. 
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