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Abstract—This paper aims to design an optimal controller in 

order to regulate the frequency in restructured power grid 

utility. Integral (I), Proportional-Integral (PI) and 

Proportional Integral Derivative (PID) controllers have 

been employed for frequency control. A two-area power 

system in a restructured environment is studied for the 

proposed approach. Gain tuning of the controllers is 

achieved through Ant Lion Optimization (ALO) algorithm 

by employing three objective functions, namely, Integral 

Absolute Error (IAE), Integral Squared Error (ISE) and 

Integral Time Absolute Error (ITAE). The objective 

functions are tested with I, PI and PID controllers for two 

cases, namely, bilateral contracts with and without violation 

respectively. Comparison of different combinations is done 

in terms of the performance indices. PID-ITAE combination 

gives acceptable results. An optimal combination approach 

is effective for finding the best combination of controller 

and objective function which helps to achieve improved 

steady-state performance.  

Index Terms—Automatic generation control, control 

engineering, heuristic algorithms, optimization, power 

system control 

 

I. INTRODUCTION 

Deregulated market structure, based on Electricity Act 

2003, administers the electricity power producers to 

compete among them and sell power to the consumers 

directly. Currently, in Indian grid, the frequency band 

permissible under normal operating conditions is 49.90 

Hz to 50.05 Hz which could be further stiffened to 49.95 

Hz to 50.05 Hz by 2020, as per the report by Central 

Electricity Regulatory Commission (CERC), November 

2017. In order to regulate the frequency and maintain its 

value within the permissible band, additional active 

power generation must be fed into the power grid to 

balance the excess load. The real-time power system is a 

composition of different areas with multiple Generation 

Companies (GCs) which are interconnected for power 

exchange with the transmission lines. These transmission 

lines are referred to as tie lines. Any variation in load 

demand from a particular area Distribution Company (DC) 

can be regulated by feeding in active power through a GC 

in an interconnected area, to maintain a constant 
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frequency. The control in the generation is done through 

Automatic Generation Control (AGC) which is also 

termed as 'frequency regulation' in the restructured 

environment. AGC is one of the ancillary services in the 

restructured power system. 

AGC in restructured power system has been discussed 

[1]-[7] by several authors over the years. The classical 

Integral (I), Proportional Integral (PI) and Proportional 

Integral Derivative (PID) controllers have been used by 

several researchers in the past for frequency control in 

conventional Vertically Integrated Utility (VIU) structure 

as well as restructured power systems. Dash et al. [8] 

discussed automatic generation control for unequal three 

areas with generation rate constraint and implemented I, 

PI and PID controllers. Khodabakhshian et al. [9] 

introduced a new robust PID controller whose 

specifications depend on maximum overshoot level, 

which was implemented for AGC of hydro systems. 

Artificial neural network [10] and fuzzy logic [11] based 

controllers have been implemented for AGC. There has 

been growing interest in nature-inspired heuristic 

algorithms, in recent times, which has motivated for 

solving many problems in the areas of automation, 

robotics, power systems, etc. in an efficient manner. The 

controller gains are tuned using several nature-inspired 

algorithms. Abraham et al. [12] applied a genetic PID 

control for frequency control in a hydrothermal system. 

Satheeshkumar et al. [13] Applied ant Lion Optimization 

(ALO) algorithm for three area interconnected system 

with PI controller and compared its gain and other 

performance parameters with Genetic Algorithm (GA), 

BAT optimization algorithm, and Particle Swarm 

Optimization (PSO) algorithms. Saikia et al. [14] 

evaluated the robustness in unequal three area system 

with different controllers I, PI, PID, PID plus Double 

Derivative (DD), optimizing them using ALO algorithm 

and compared with conventional PID controller. The 

authors in [15] have implemented optimized PI- 

Proportional Derivative (PD) cascade controllers for 

multi-area AGC. PID plus second order derivative 

controller optimized by ALO has been applied by the 

authors in [16]. In recent years, several intelligence 

control techniques and optimization algorithms [17]-[23] 

were applied for frequency control in restructured power 

systems. In optimization by these algorithms, objective 

function plays a major role in all these works of literature 

listed above, the reason for selecting a suitable controller 
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and an objective function has not been justified. The 

controller is selected based on the general performance 

characteristics of I, PI and PID controllers and optimized 

using Integral Absolute Error (IAE), Integral Squared 

Error (ISE) and Integral Time Absolute Error (ITAE) as 

objective functions. A proper numerical quantitative 

analysis has not been given by the authors to select a 

particular objective function. Therefore, in our present 

work, we aim to achieve the following objectives so as to 

arrive at an optimal controller-objective function 

combination through qualitative and quantitative analysis. 

Our present work has been split into three phases. 

 Tuning of the I, PI and PID controller gains by 

optimizing the objective functions Integral 

Absolute Error (IAE), Integral squared error (ISE). 

 Integral Time Absolute Error (ITAE) for bilateral 

contract and contract violation scenario. 

 Analysis to find the optimal combination of 

controller and objective function. 

 Analysis of the robustness of the identified 

optimal combination for bilateral contracts for 

10%, 20% and 30 % increase in load. 

ALO has been used for solving many unconstrained 

and constrained problems. ALO is found effective in 

many    engineering    applications    due    to    its     good  

convergence speed and its ability to find solutions in 

unknown search spaces. Hence, ALO algorithm has been 

used for tuning the controller gains in our present work. 

II. SYSTEM UNDER STUDY 

In the proposed model, the interconnected two 

identical area power system consists of two non-reheat 

thermal units. Various entities involved in a restructured 

environment are gencos (GC), transmission companies 

(TRANSCO) and discos (DC). GC is an owner-operator 

of one or more generators and bids the power into the 

competitive marketplace. 

DC is the monopoly franchise owner-operator of the 

local power delivery system, which delivers power to 

individual businesses and homeowners. In the 

restructured power system, there are two types of 

frequency related services, one is the frequency 

regulation which accounts for changes in load from 

minute to minute land, and the other type is load 

following which takes care of the load for a longer 

duration. In our present work, the frequency regulation 

alone is considered for simulation analysis without and 

with contract violation.  

The transfer function model of the system considered 

is shown in Fig. 1. 

 
Fig. 1. Two area system for AGC in the restructured power market. 
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The dynamics of governor, turbine and power system 

are represented by their respective transfer functions, 

Gg(s), Gt(s) and Gp(s). 

Area control error of (EAC) of the two areas are given 

by 

1 1 tie12,err1AC fE B F P                   (1) 

2 2 12 tie21,err2AC fE B F P              (2) 

where Bf1 and Bf2 are the frequency bias factors in Area-1 

and Area-2 respectively. F1 and F2 are the frequency 

deviations of Area-1 and Area-2 respectively, and 

12 1 2= r rP P  , P1 and P2 are the rated capacities of 

Area-1 and Area-2 respectively. 

TABLE I. NOMENCLATURE 

KP Gain of the power system 

TP Time constant of the power system  

Tt Time constant of the Turbine  

Tg Time constant of the Governor  

T12 Time constant of the tie line  

R Speed regulation due to governor action  

F Frequency deviation  

Ptie12 Power exchange in between area 1 and 2 via tie-line 

PL1, UC Noncontracted load demand 

A1, A2 EAC of GCs 1 & 2 in Area-1 

A3, A4 EAC of GCs 3 &4 in area-2 

TABLE II. TRANSFER FUNCTION AND THE NOMINAL PARAMETERS OF THE 

POWER SYSTEM 

Component Transfer function Nominal values 

Governor ( ) 1 (1 )g giG s sT 

 
1gT  = 2gT =0.08 s 

Turbine ( ) 1 (1 )t tiG s sT   1tT  = 2tT =0.3 s 

Power system ( ) (1 )p pi piG s K sT   
1pK  = 2pK  = 120  

1pT  = 2pT  = 20 s 

Governor droop  1 iR  R1 =R2=2.4Hz/pu.MW 

Bias fiB  1fB = 2fB = 0.4249 

Tie-line 122 T s  0.543848 /s 

 

The symbols used in the block diagram are explained 

in Table I. 

tie12,errP  is represented by  

 
 

12

tie12

2
s

T
P

s


   (3) 

The transfer function of the components in the two-

area power system and the nominal values of the 

parameters used are given in Table II. 

In the proposed system, there are two control areas in 

which each area has two GCs and two DCs respectively. 

Both the GCs have non-reheat thermal units and the DCs 

have the freedom to contract with any GC. Any DC in 

Area-1 may contract with any GC in another control area, 

say Area-2, independently through a bilateral transaction. 

The Independent System Operator (ISO) approves the 

feasible transactions and also has the responsibility of 

ensuring the reliability and security of the entire system. 

DC Participation Matrix (DPM) demonstrates the various 

contracts that exist between GCs and DCs expressed by 

contract participation factors (fcp). The diagonal blocks 

of the DPM given by (4) corresponds to local demands 

i.e., the demands of DCs in an area from the GCs in the 

same area. The demand of the DCs in one area from the 

GCs in another area is represented by the off-diagonal 

blocks. 

11 12 13 14

21 22 23 24

31 32 33 34

41 42 43 44

fcp fcp fcp fcp

fcp fcp fcp fcp
DPM

fcp fcp fcp fcp

fcp fcp fcp fcp

 
 
 
 
 
 

             (4) 

The summation of column entries in DPM matrix is 

unity, i.e. 

4

1

fcp 1; for 1,  2,  3,  4ij
i

j


                (5) 

where i and j are the subscripts used to denote GC and 

DC respectively.  

The power contracted by DCs with GCs is given as 

4

1

fcp for 1,  2,  3,  4gci ij Lj
j

P P i


          (6) 

where gciP  is the contracted power of ith GC, LjP is 

the total demand of DCj and fcpij is the contract 

participation factor between jth DC and ith GC. 

The power flow scheduled on the tie-line at steady 

state is given as 

4

1

fcp ; for 1,  2,  3,  4gci ij Lj
j

P P i


           (7) 

The steady state power flow scheduled, in the tie-line 

for the bilateral contracts in terms of fcp is given as 

2 4 4 2

tie12,shd
1 3 3 1

fcp fcpij Lj ij Lj
i j i j

P P P
   

               (8) 

The error in tie-line power flow is defined as 

tie12,err tie12,actual tie12,shdP P P                       (9) 

At steady state, the error in tie-line power flow, 

tie12,errP  becomes zero as the actual tie-line power flow is 

equal to the power flow scheduled. This error signal is 

used to generate the respective EAC signals as in the 

traditional scenario. The change in load demand by a DC 

is represented as a local load in the area the DC belongs. 

This corresponds to the local loads LCLP ,1  in Area-1 and 

2,L LCP  in Area-2 where 21,1 LLLCL PPP   and 

43,2 LLLCL PPP  . 1LP , 2LP , 3LP , and 

4LP are the contracted power demanded by the four DCs, 

DC1, DC2, DC3, and DC4 respectively from the various 

GCs. 1UCP , 2UCP , 3UCP , and 4UCP are the 

noncontracted demands of the four DCs respectively. 

When there is a scenario that a DC claims more power 

than that specified in the contract and violates the 

contract, this additional power should be supplied by the 

GC in the same area as that of DC that violates the 
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contract. In each area, the ACE participation factors (apfs) 

decide the distribution of noncontracted steady state 

power among various GCs. It should be noted that the 

apfs, A1+A2=1.0 in Area -1 and A3+A4=1.0 in Area-2. 

III. CASE DESCRIPTION 

A. Case 1: Bilateral Contracts without Contract Violation 

In this case, an arrangement is made between GCs and 

DCs by which each party (GC or a DC) promises to 

perform an act in exchange for the other party's act. The 

DCs in Area-1 and Area-2 can contract with GCs in 

Area-1 and Area-2 for exchange of power. The contracts 

can be understood with the help of DPM matrix. It is 

assumed that each DC demands 0.05 p.u. MW power 

from GCs as defined by fcps in DPM matrix.  

0 0.3 0.25 0.2

0.6 0.2 0 0.2
DPM

0.2 0.4 0.25 0.6

0.2 0.1 0.50 0

 
 
 
 
 
 

                  (10) 

Thus 

1 2 3 4 0.05 p.u. MWL L L LP P P P        . 

1, 1 2 0.1 p.u. MWL LC L LP P P      

2, 3 4 0.1 p.u. MWL LC L LP P P     . 

Since there are no noncontracted power demands in 

either of the areas, 1, 2, 0.0L UC L UCP P     p.u. MW. 

Each GC participate in AGC is defined by the following 

apfs: 1A is 0.6, 2A  is 0.4, 3A  is 0.7 and 4A  is 0.3. 

According to (8), the scheduled tie-line power flow is 

calculated as 0.0125 p.u. MW. At steady state, the 

generation of a GC must match the demand of the DC 

which is in contract with it.  

B. Case 2-Bilateral Contracts with a Contract Violation 

In this case, a DC in a particular area may violate a 

contract by demanding more than that specified in the 

contract. This excess power is not contracted out to any 

GC and must be supplied by the GCs in the same area as 

that of the DC. Therefore, it must be reflected as a 

noncontracted local load of that area. Let only DC1 of 

Area-1 demands 0.05 p.u.MW of excess power. i.e., 

1 0.05UCP   p.u. MW and 2DC  of Area-2 demands no 

excess power, i.e.,
 2 0P   p.u.MW. Therefore, the total 

noncontracted load in Area-1, 1, 1 2L UC UC UCP P P     

=0.05+0=0.05 p.u. MW. Similarly,
 

05.03  UCP  p.u. 

MW; 04  UCP  and hence, 2, 3 4L UC UC UCP P P     

=0.05  p.u. MW. Considering the same DPM and same 

EAC participation factors (apfs) and that each DC has a 

contracted power of 0.05 p.u. MW. We have 1,L LCP  

1 2 (0.05 0.05) 0.1L LP P       p.u. MW (contracted load) 

and 2, 3 4 (0.05 0.05) 0.1L LC L LP P P        p.u. MW 

(contracted load). 

1, 11 12 13 14 1

2, 21 22 23 24 2

3, 31 32 33 34 3

4, 41 42 43 44 4

1

2

fcp fcp fcp fcp

fcp fcp fcp fcp

fcp fcp fcp fcp

fcp fcp fcp fcp

0.0 0.0 0.0

0.0 0.
                  

g ss L

g ss L

g ss L

g ss L

P P

P P

P P

P P

A

A

      
            
      
     
      

3

4

0 0.0

0.0 0.0 0.0

0.0 0.0 0.0

A

f A

 
 
 
 
 
 

 (11) 

It is assumed that the noncontracted power is 

demanded by DC1 in Area-1. GC1 and GC2 are also in 

Area-1. Therefore, at steady state, this noncontracted 

power demand must be generated by GC1 and GC2 of 

Area-1 in proportion to their EAC participation factors 

plus they will also generate their contracted power 

demand. Hence, using (6) the steady state outputs of the 

GCs in Area- 1 and Area- 2 are calculated. The scheduled 

tie-line power is calculated as 0.0125 p.u. MW. The 

steady-state outputs of the GCs in Area -1 and Area-2 are 

calculated for Case 1 and Case 2 and given in Table III. 

TABLE III. STEADY STATE OUTPUTS OF GCS IN AREA-1 AND AREA-2 

GCs Case 1 Case 2 

1,g ssP  0.0375 0.0675 

2,g ssP  0.05 0.07 

3,g ssP  0.0725 0.1075 

4,g ssP  0.04 0.055 

IV. OBJECTIVE FUNCTION AND CONTROL STRATEGY 

PID abbreviated as a proportional integral derivative 

controller popularly used in industrial systems due to 

their control feedback technique. Error calculation 

depends on the deviation from the desired value to the 

measured value. This deviation is reduced by 

manipulation of the variables which responds to the 

controller. The controller transfer function is given as 

follows: 

  sK
s

K
KsC D

I
P 

                
(12) 

where KP is the proportional gain, KI is the integral gain 

and KD is the derivative gain. 

The controller parameters (KP, KI, KD) are tuned using 

ALO Algorithm. The main requirement for the objective 

function under AGC is to minimize the frequency error 

deviation and tie line power deviations within a short 

span of time. IAE integrates the absolute error over time. 

It does not add weight to any of the errors in a system's 

response. ISE integrates the square of the error over time. 

ISE will penalize large errors more than smaller ones. 

ITAE criteria give integration of time multiplied by 

absolute error and the weight is given to those which 

exists over a longer time than those at the initial stage. 

The reduction in settling time is achieved by allocating 

larger multiplication factor to the error at final stages 

rather than the initial ones. The three objective functions 

considered for optimization are given as,  
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 

t

tie dtPFFIAEJ

0

211 . (13) 

dtPFFISEJ tie

t

)( 22
2

0

2
12   . (14) 

 

t

tie dttPFFITAEJ

0

213 .. . (15) 

where F1 and F2 are the system frequency deviation in 

Area-1 and Area-2 respectively. Ptie is the incremental 

change in tie-line power and t is the time interval of 

simulation. The constraints are the limits on controller 

gains. Therefore, the design problem can be formulated 

as the following optimization problem.  

Minimize J1, J2 and J3 subjected to  

IUIIL KKK  . (16a) 

PUPPL KKK  . (16b) 

DUDDL KKK  . (16c) 

where J1, J2 and J3 are the objective functions denoted in 

(13)-(15) and the lower and upper bounds for the 

controller gains are given in (16a-16c). 

V. ANT LION ALGORITHM [24]

The closed loop gain tuning of the controllers is carried 
out by minimum error criteria method by optimizing the 
three objective functions, as mentioned in Section 3. For 
optimization, the ALO algorithm has been applied. ALO 
is a search algorithm which imitates the hunting 
techniques of Ant Lion in nature. In this technique, ant 
lions and ants are considered as search agents to figure 
out the solution by following the procedure sets for 
hunting the prey. The sets involve the randomized walk 
of ants, trap building, entrapment of ants, catching prey 
and reconstructing the traps. The position of the ants is 
dependent on a random walk around the ant lion. The 
selection is made by roulette wheel and the elite selection. 
Elite setting in search process ensures the best particle is 
presented. Choice of ALO for automatic generation 
control is dependent on its good convergence, high 
efficiency, and faster calculation speed. The flowchart for 
the ALO algorithm is given in Fig. 2.  

The optimal gains are obtained using the Ant lion 
optimization algorithm. For each case there are nine 
combinations available, hence comparing ALO with other 
algorithms will lead to many more combinations 
deviating from the scope of the paper. Also, ALO has 
good convergence speed which is compared with that of 
other algorithms like moth flame algorithm (MFO) and 
Whale Optimization Algorithm (WOA). 

The time taken for convergence is given in Table IV. 
As seen from the table ALO takes less time to converge 
and give the results when compared to other algorithms. 

TABLE IV. COMPARISON OF COMPUTATIONAL TIME 

Algorithm Computational time (s) 

ALO 4451.124637 

MFO 5737.004527 

WOA 6294.284866 

Fig. 2. Flowchart for Ant lion optimization algorithm. 

Ants in nature move in complex patterns in search of 

food. These complex patterns are termed as randomized 

walk and are modeled as follows: 

 
1

2

0,  cumsum(2 ( ) 1),
cumsum(2 ( ) 1),  
cumsum(2 ( ) 1)n

r t
X t r t

r t

 
  
  

(17) 

where cumsum is to calculate cumulative sum, n is 

maximum number of iterations and r(t) is stochastic 

function. 

The stochastic function is defined as 

 1, if rand 0.5
( )

0, if rand 0.5
r t





(18) 

where rand is a random number with a uniform 

distribution within an interval. 

The following equation describes randomized walk 

made inside a search space: 

i
ii

t
i

t
ii

t
it

i C
ab

cdaX
X 






)(

)()(
   (19) 

where ai and bi  are the minimum and maximum values of 

the randomized walk of ith variable, 
t

ic and
t
id are the 

minimum and maximum of ith variable in the tth iteration. 

The results of location of ants are stored in the form of 

a matrix: 
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1,1 1,2 1,

1,1 1,2 1,

Ant

,1 ,2 ,

d

d

n n n d

A A A

A A A

M

A A A

 
 
 


 
 
  

(20) 

where MAnt is the matrix for saving the position of each 

ant, Ai, j shows the value of the jth variable dimension of 

ith ant, n is the number of ants, d is the number of 

variables.  

The objective value of each ant lion is evaluated and 

stored in the matrix given by 

 
 

 

1,1 1,2 1,

2,1 2,2 2,
OA

,1 ,2 ,

| |

| |

| |

d

d

n n n d

f A A A

f A A A
M

f A A A

 
 
 
 
 
 

(21) 

where MOA matrix gives the fitness value of the location 

of ants in corresponding matrix MAnt. 

The operation of a roulette wheel is employed in trap 

building to select fitter Ant lions during the process of 

optimization. This process induces the fittest Ant lions to 

catch the ants, and there is an increase of probability of 

catching the ants. Entrapment can be explained 

mathematically by 

Ant liont t t

i jc c  (22) 

Ant liont t t

i jd d  (23) 

where the Ant position for selected Ant lion is Ant liont

j .

Ant lion shoots ant sand towards the position of the ant so 

that slide motion of the ant is initiated. The above process 

can be expressed using the equations 

t tC c I (24) 

t tD d I (25) 

10I t T (26) 

where t is the current iteration, T is maximum number of 

iterations. The process of catching the prey and 

reconstruction of pit takes place only when the fitter ant 

slides inside the sand than the respective ant lion. The 

updation of position is required for the Ant lion to the 

latest position to increase the chance of catching more 

preys.  

The following equation shows this behavior. 

Ant lion Ant ,  if (Ant ) (Ant lion )t t t t

j j j jf f  (27) 

Evolutionary algorithms have this trait called elitism 

which enhances the best solution to be maintained in an 

optimization process. In this case, the fittest ant lion in 

each iteration is stored and is taken as elite. The elite ant 

lion affects the movement of all ants during iterations 

carried. The selection of ant lion to which randomized 

walk of ants is carried out by roulette wheel and elite. 

The following equation describes this behavior: 

Ant
2

t t
t A E
j

R R
 (28) 

where R
i
A is a randomized walk around ant lion selected

by roulette wheel at tth
 
iteration, R

t
E is the randomized

walk around the elite at tth iteration, and Antt

j
 indicates

the position of ith ant and tth iteration. 

VI. RESULTS AND DISCUSSION

A. Quantitative and Qualitative Analysis: Case 1

A series of simulations have been performed using

Simulink in MATLAB to tune the controller parameters. 

The algorithm parameters are the number of agents and a 

maximum number of iterations. All the three objective 

functions are applied with I, PI and PID controllers to 

analyze the dynamic and steady-state performance of the 

power system. To implement the ALO algorithm, the 

number of search agents is set as 50 and the maximum 

number of iterations chosen as 100. The lower and upper 

bounds for the controller gains are 10 and 10 

respectively. The best score obtained in the ALO 

optimization process with the performance indices IAE, 

ISE and ITAE with I, PI and PID controllers is depicted 

in Table V for Bilateral Contracts. In order to show the 

ability and efficiency of the proposed method, a 

comparison of performance indices is carried out for the 

PID, PI and I controllers.  

TABLE V. COMPARISON OF THE BEST COSTS-CASE 1 

Criterion Controller Best cost 

IAE 

I 0.2484 

PI 0.2543 

PID 0.0435 

ISE 

I 0.0157 

PI 0.0139 

PID 0.0004 

ITAE 

I 0.4873 

PI 0.4701 

PID 0.0464 

From Table V, it is observed that ISE with I, PI and 

PID is better than other combinations with respect to the 

best cost value. But, the dynamic performance of PI-ISE 

combination is found to be poor. ITAE-PID gives 

comparably reduced cost function and shows good 

transient and steady state performance. PID with IAE also 

gives a cost function of 0.0435 but it results in poor 

damping which can be observed from frequency response 

curves. The gains of the controllers optimized using ALO 

algorithm are given in Table VI for bilateral contracts 

without violation. 

TABLE VI. OPTIMIZED GAINS OF THE CONTROLLERS - CASE 1 

Controller J1 J2 J3 

I 
ki1 -0.000071 -0.0051 0.2658 

ki2 -0.0000353 -0.0048 0.1878 

PI 

ki1 -0.0000409 -0.0170 0.2664  

ki2 0.0000444 -0.0119 0.1759 

kp1 0.1762 0.4002 -0.0734 

kp2 0.0877 0.2593 -0.0829 

PID 

kp1 5.7035 5.146 6.2869 

kp2 4.9023 4.4318 1.1242 

ki1 8.4679 5.848 6.5573 

ki2 6.4552 9.970 1.3276 

kd1 3.1330 3.277 2.1073 

kd2 2.1112 2.2922 0.5332 
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The performance indices namely undershoot, 

overshoot and settling time obtained through simulation 

results are given in Table VII. 

As seen from Table VII, ITAE-PID has given the least 

value for settling time for frequency deviations in Area-1 

and Area-2 and tie-line power deviation. ISE-PI shows 

higher values of settling times. The improvement in 

settling time with ALO optimized PID-ITAE over PID-

ISE and PID-IAE combination for ΔF1 is found to be 

67% and 50% respectively. The settling time for ΔF2 has 

been improved with PID-ITAE by41 % and 10% 

respectively compared with that of PID-ISE and PID-IAE 

combinations. For the tie-line power deviation, the 

improvement in settling times with optimized PID -ITAE 

over PID-ISE and PID-IAE controllers are found to be 

52% and 40% respectively. The overshoot, undershoot of 

deviations in frequencies and tie-line power exchange 

with PID controller are much reduced compared to those 

of PI and I controllers.  

TABLE VII. PERFORMANCE INDICES-CASE 1 

Criterion Controller 
ST(s) US (Hz & puMW) OS (Hz and puMW) 

1k  2k  tieP  1F  2F  tieP  1F  2F  tieP  

IAE 

I 8 8 10 0.130 0.110 0.01 0.050 0.045 0.0120 

PI 12 14 11 0.120 0.110 0.011 0.050 0.060 0.0012 

PID 6 5.5 8 0.035 0.020 0.008 0.010 0.016 0.0120 

ISE 

I 9 10 9 0.130 0.110 0.012 0.050 0.050 0.0125 

PI 25 30 35 0.115 0.105 0.012 0.060 0.0687 0.0125 

PID 9 8.5 10 0.035 0.019 0.020 0.000 0.0163 0.0125 

ITAE 

I 11 14 16 0.130 0.150 0.013 0.081 0.0800 0.0030 

PI 9 11 14 0.130 0.120 0.001 0.080 0.0850 0.0125 

PID 3 5 4.8 0.039 0.041 0.012 0.0012 0.0075 0.0137 
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Fig. 3. Frequency deviation of Area-1- Case 1. 
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Fig. 4. Frequency deviation of Area-2- Case 1. 

For Case1, with 10% load perturbation, (i.e.) 

0.1puMW, Fig. 3 shows the frequency deviation in Area-

1 and Fig. 4 shows the frequency deviation in Area-2. 

The tie-line power deviations for different controller-

objective function combination are shown in Fig. 5. The 

generation responses of the GCs are shown in Fig. 6. 

With ITAE-PID, the frequency deviations and tie line 

power deviations of the thermal unit settles to a steady 

state at a faster rate and undershoot and overshoots are 

also reduced. The damping is also good. But the PI and I 

controllers optimized with ISE exhibit larger overshoot 

and undershoot values. The tie-line power deviations 

obtained by PI and I controllers are seen with fewer 

fluctuations whereas the PID have given a smooth curve 

without much fluctuations. 
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Fig. 5. Tie-line power deviation between Area1 and Area 2- Case 1. 
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Fig. 6. Generation response of the GCs in Area-1&2- Case 1. 
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TABLE VIII. OPTIMIZED GAINS OF CONTROLLERS WITH ITAE - CASE 2

Controller Best cost Optimized Gains

I 0.3696
ki1 0.1490

ki2 0.1205

PI 0.3173

ki1 0.1064

ki2 0.0833

kp1 -0.1939

kp2 -0.1589

PID 0.01150

kp1 1.2101 

kp2 6.0726

ki1 0.4602

ki2 9.6519

kd1 0.4108

kd2 1.2732

TABLE IX: PERFORMANCE INDICES - CASE 2

Controller Performance Index
ITAE

F1 F2 Ptie12,err

I
Settling time(s) 12 11 13
Undershoot(Hz) 0.148 0.134 0.0025
Overshoot(Hz) 0.063 0.065 0.0125

PI
Settling time(s) 12 10 13
Undershoot(Hz) 0.16 0.145 0.0001
Overshoot(Hz) 0.045 0.05 0.0125

PID
Settling time(s) 3 5 3
Undershoot(Hz) 0.073 0.028 0.0125
Overshoot(Hz) 0.0015 0.0207 0.001

B. Quantitative and Qualitative Analysis: Case 2

With reference to the analysis done for Case 1, it is 

evident that ITAE gives acceptable results. Hence with 

ITAE the simulation for bilateral contracts with violation 

is run. The best cost obtained using PID-ITAE is 0.01150, 

as shown in Table VIII. The ITAE obtained using PID is 

improved by 96% compared to ITAE-PI and ITAE-I. The 

gains of I, PI and PID controllers optimized with ITAE 

are given in Table VIII for violation of contracts. 

Overshoot (OS), undershoot (US) and settling time (ST) 

of deviations in frequencies and tie-line power transfer 

are given in Table IX. 

From the initial portion of the curves in Fig. 7 and Fig.

8, it can be observed that undershoot; peak overshoot and 

the settling time are considerably less with PID controller 

compared between I and PI. The damping is poor for 

IAE-PID. The tie-line power deviation is a smooth curve 

without much fluctuation for PID as seen from Fig. 9. 

The scheduled tie-line power flow of 0.0125 pu MW is 

reached with PID in a short span of time without much 

oscillations. The performance indices for Case 2 are 

presented in the below Table IX.
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Fig. 7. Frequency deviations in Area-1 and Area-2 - Case 2.
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Fig. 9. Generation response of the GCs in Area-1&2 - Case 2.

As seen from the Table IX, PID with ITAE 

outperforms the other combinations. From the generation 

response curves, it is clear that the IAE–I and IAE-PI 

show increased overshoots and undershoots. IAE-PID has 

poor damping. The initial portion of the curve of PID 

shows more fluctuations whereas the overshoot is 

comparatively less. Hence ISE is selected for further 

investigation. The output responses obtained for Case 2 

are shown in Fig. 7 to Fig. 9.

C. Robustness Analysis

To prove the robustness of the controller with ITAE as 

the objective function for optimization, the load 

perturbation of 20% and 30% are applied and the results 

are compared with that the base case (10% load 

perturbation). The optimized gains of the PID controller 

obtained using ITAE index are preserved and used for 

simulation for robustness analysis. The load changes are 

applied in both areas. The scheduled tie-line power and 

the change in the outputs of the GCs are tabulated in 

Table X.

TABLE X. ROBUSTNESS ANALYSIS

Load 

perturbation

tieachP 1g ssP 2g ssP 3g ssP 4g ssP

(p.u. MW)

10% -0.0125 0.0375 0.05 0.0725 0.04

20% -0.025 0.075 0.1 0.145 0.08

30% -0.0375 0.1125 0.15 0.2175 0.12



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-0.2

-0.15

-0.1

-0.05

0

0.05

 Time(s)


 F

1
 (

H
z
)

 

 

 

10% 20% 30%

 
Fig. 10. Frequency deviation in Area-1 for different load perturbations.
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Fig. 11. Frequency deviation in Area-2 for different load perturbations.
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Fig. 12. Tie-line power deviation for different load perturbations.

The simulated frequency deviations, tie-line power 

deviations and generation responses of the four GCs in 

Area-1 and Area-2 are shown in Fig. 10, Fig. 11 and Fig. 

12. The results validate the satisfactory performance of 

the optimal controller-objective function combination.  

VII. CONCLUSIONS 

In this paper, AGC under bilateral contract scenario 

with and without contract violation are analyzed. The 

gains of the controllers I, PI and PID are estimated with 

three different error criterions IAE, ISE, and ITAE. Using 

these controller gains, the scheduled tie-line power flows 

and the responses of the GCs in the two identical areas 

are calculated. The results show that ITAE with PID 

gives better results in terms of fast damping, reduced 

overshoot and undershoots. The settling time also 

reduced for the above combination indicating that the 

system reaches the steady state quickly within a short 

span of time. The robustness of the optimal combination 

is verified for 20% and 30% load perturbations, by 

retaining the optimized gains. The simulation results 

show that the PID controller- ITAE combination is able 

to alleviate the deviations in frequencies and tie-line 

power exchange in an ancillary market structure. 
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