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Abstract—Digital modulations provide data to be sent by the 

optical link. In addition, digital modulation acts like an 

encoder. Digital modulations encrypt the data and are 

useful for unsecured channels and in applications where 

security is very important to us (such as military 

applications). This paper presents the Multilevel Dual 

Header-Pulse Interval Modulation (MDH-PIM) scheme for 

optical wireless communications. MDH-PIM is an 

isochronous scheme and uses this capability to synchronize 

the modulated frames. Theoretical and simulation results 

indicate the better transmission rate of data, bandwidth 

requirement and transmission power of the MDH-PIM 

modulation than the Dual Header Pulse Interval 

Modulation (DH-PIM) and Digital Pulse Interval 

Modulation (DPIM) schemes. Error rate analysis shows that 

MDH-PIM offers better packet error rate performance than 

On-Off Keying (OOK) dose, but it is marginally inferior as 

compared with DH-PIM.

 

 
Index Terms—FSO communication, Modulation, OOK, 

DPIM, DH-PIM, MDH-PIM 

I. INTRODUCTION 

Wireless telecommunication systems appear in radio 

and optical systems. Both these systems are low cost and 

reliable in terms of security. Moreover, these systems 

have high data transmission rates and need low power in 

point-to-point communications and network 

communications in closed environments. However, 

features such as wide bandwidth, high data transmission 

rates, high security, low power consumption, low cost 

and rapid expansion have led wireless optical systems to 

be used more than wireless radio systems [1], [2]. Optical 

wireless systems have other advantages such as their lack 

of influence from electromagnetic waves, their no need to 

obtain permission from the FCC to allocate frequencies, 

and most importantly, their capability to be limited in a 

particular location, so that two identical optical systems 

can be used in two adjacent rooms without interfering 

with each other [2], [3]. In addition, in multimedia and 

military applications, we need very high data 
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transmission rates and low power consumption; these are 

the reasons why wireless optical communication systems 

are used more in the military industry. 

One type of optical links is the diffused link in which 

the optical signal reflects to reach the receiver after 

colliding with the wall and ceiling of the room or the 

objects in the room. Most optical links are of the diffused 

type because there is no requirement that the optical 

transmitters and receivers face each other and therefore 

there is no requirement of alignment between them [1], 

[4]. Since the optical signal takes a long path to reach the 

receiver in the diffused link, it weakens the optical 

signals, depending on the physical parameters of the 

room, including its size, positions of the transmitter and 

the receiver relative to each other, the furniture, etc. [5], 

[6].  

In addition, optical signals are very sensitive to the 

optical noise of the environment. In addition, multi-path 

propagation of optical signals creates interference in 

optical symbols. In order to overcome the above 

problems, we need transmitters that have the power to 

transmit the optimal signal. On the other hand, we face 

some constraints in relation to the increased power of 

optical transmitters, since such an increase can damage 

the human skin and eyes. Also, in applications where 

there is a possibility of transmission, the power 

consumption should be minimized so that the lifetime of 

the device can be increased, so the increased power 

consumption of optical transmitters creates restrictions on 

their transmission. Therefore, in order to make the optical 

signal sufficiently high and simultaneously reduce the 

power consumption of optical transmitters, we use 

modulation techniques to maximize the ratio of maximum 

power to the mean power of the optical signal [1], [5], [7]. 

In fact, digital modulations prepare information to be sent 

by free space optical links. 

Fig. 1 shows the block diagram of the transmitter and 

receiver of a wireless optical system. Here, the M-bit is 

selected from the input signal, and after modulation, a 

digital signal appears at the output of the modulator. An 

optical source is launched by the light transmitter, and the 

modulated signal propagates as light in free space. An 

optical wireless signal propagated in free space is 
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accompanied with a communication channel noise that is 

a kind of shot noise created by the background light. This 

noise model is modeled as the additive white Gaussian 

noise. Optical symbols also interfere in intrusion systems 

due to the presence of multi-path channels, particularly at 

speeds greater than 10Mbps [8], [9]. 

 
Fig. 1. The block diagram of the transmitter and receiver of a wireless 

optical system. 

In the optical receiver the Positive Intrinsic Negative 

(PIN) or Avalanche Photo Diode (APD) optimal detector 

converts the received signal into an equivalent electrical 

signal. The detected signal then passes through a filter 

and the filter output enters the demodulator. The 

demodulator extracts the main information. It should be 

noted that the Clock Recovery block is used for the 

transmitter and receiver synchronization. 

Digital modulations will also be useful from another 

perspective. In this type of modulation, digital 

information enters the modulator and another code 

appears in the output of the modulator. In fact, the 

modulator appears as a coder and modulation is 

considered a kind of encryption [10]. As we know, one 

way to create passive defense to prevent data loss and 

ensure their security against attackers is to use encoders 

to encrypt information. The use of digital modulations, in 

addition to the above-mentioned advantages, can create 

passive defense in the transmission of information. 

Therefore, the use of such modules in environments with 

low security of transmission increases the security of data 

transmission.  

The modulation operation in these modulations is done 

in such a way that multi-bit digital data is entered into the 

modulator and a code that is longer than the first data and 

most importantly contains a "one" bit along with a 

number of "zero" bits appears in the output. In other 

words, the number of "one" bits in the output of the 

modulator is reduced, which increases the security of the 

data transmission, since noise and external factors affect 

the "one" bits more than the "zero" ones. Therefore, these 

modulations increase the security in data transmission by 

decreasing the number of "one" bits and increasing the 

time spent for sending the output bits. 

Several types of digital modulations are used in optical 

wireless communications. The most important of these 

modulations are On-Off Keying (OOK), Pulse Position 

Modulation (PPM), Digital Pulse Interval Modulation 

(DPIM), Modified Digital Pulse Interval Modulation 

(MDPIM) and Dual Header Pulse Interval Modulation 

(DH-PIM) [1], [11], [12]. DPIM modulation has been a 

good alternative to OOK and PPM modulations in the last 

decade. Although PPM modulation outperforms DPIM 

modulation and has greater power efficiency than it, it 

needs greater bandwidth and has less transmission 

capacity than the DPIM modulation [10]. The 

implementation of DPIM modulation is very complicated 

because the length of the modulated symbols is variable. 

However, DPIM modulation offers more transmission 

capacity by deleting slots that are left unused in PPM 

modulation [1], [13]. The use of the optimized 

modulation of DPIM or the MDPIM modulation has 

removed the problem of DPIM modulation 

implementation, but the data transmission capacity is 

reduced due to the use of MDPIM modulation [12]. After 

MDPIM modulation, DH-PIM modulation has been 

proposed. The DH-PIM modulation has the ability to 

synchronize slots and frames. In addition, this modulation 

has more data transmission capacity and requires less 

bandwidth than PPM, DPIM and MDPIM modulation 

[14], [15]. 

We present the Multilevel Dual Header-Pulse Interval 

Modulation (MDH-PIM) in this paper. This modulation 

has a higher transmission rate than other modulations and 

requires less bandwidth. In addition, it has higher 

transmission power than other modulations. The two 

parameters of error and power needed to perform the 

modulation are greater in the MDH-PIM modulation than 

the DH-PIM modulation, which can be reduced by 

changing the values of M and α in the MDH-PIM 

modulation so that the error and power required to 

perform the MDH-PIM modulation becomes less than the 

DH-PIM modulation. Another advantage of the MDH-

PIM modulation is its easier implementation than the 

DH-PIM modulation. 

The sections of this article are organized as follows: 

The second section presents the DH-PIM modulation and 

the third section presents the proposed modulation of 

MDH-PIM. Section 4 compares the parameters of digital 

modulations. The fifth section presents the conclusion 

part and the final section presents the references. 

II. DH-PIM MODULATION STRUCTURE  

Since the proposed modulation of MDH-PIM is the 

optimized version of the DH-PIM modulation, this 

section introduces the DH-PIM modulation. With the 

DH-PIM modulation, an M-bit input symbol of the OOK 

signal is mapped to a frame. The nth frame (Sn (hn, dn)) in 

a DH-PIM sequence consists of a header (hn) that starts 

the frame and the information slots (dn) [14], [15] (Fig. 2). 

With respect to the bit with the most significant bit 

(MSB) value of the input symbol, we have two different 

headers of H1 and H2, corresponding to MSB=0 and 

MSB=1 respectively, respectively. H1 and H2 have a 

length equal to Th=(α+1)Ts, where α represents a positive 

integer and Ts represents the length of each slot and 

consists of a pulse and a protective band. The pulse 
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lengths of H1 and H2 are (Ts)/2 and Ts respectively. 

After the pulse, there is a protective band with the length 

of Tgɛ{)0.5+1)Ts, Ts}, related to H1 and H2 respectively 

and this protective band prevents from the co-occurrence 

of two pulses (When the input symbol is equal to decimal 

zero). The data section includes dn slot of zero. When the 

modulated frame starts with H1, the number of zero slots 

is equal to the decimal value of the input symbol, which 

varies from zero to 2
M1

1. When the modulated frame 

starts with H2 the number of zero slots is equal to the 

decimal value of the input symbol. It should be noted that 

the pulse header is a time reference separating the 

previous and next symbols from each other and uses this 

property to synchronize the frames [10]. 

 
Fig. 2. The nth symbol of DH-PIM a) Header 1 (H1), b) Header 2 (H2). 

Throughout this paper we show the DH-PIM 

modulation with LDHPIM, in which L=2
M

. Based on 

the values of L and α, 8DHPIM1 and 8DHPIM2 

refer to DH-PIM with (M=3, L=2
M

=8) and α=1.2 

respectively. Like the DH-PIM modulation, we display 

DPIM and PPM modulations with L-DPIM and L-PPM.  

As observed in the DH-PIM modulation structure, the 

DH-PIM modulation not only eliminates the zero slots 

appearing after each pulse in the PPM modulation, it also 

reduces the average length of the symbols compared to 

the DPIM, thereby increasing the data transmission 

capacity. The minimum, maximum and average lengths 

of the modulated frame and the length of the slot in the 

DH-PIM modulation are as follows [15]:  

min 1L                                            (1) 

1

max 2ML                                      (2) 

1

avg

2 2 1

2

M

L
  

                             (3) 

1

2

(2 2 1)
s M

b

M
T

R


 
                       (4) 

where Rb represents the input data transmission rate. 

III. THE PROPOSED MDH-PIM MODULATION 

Like the DH-PIM modulation in the transmitter, an M-

bit symbol of the OOK signal is mapped to a frame onto 

the information in order to perform the MDH-PIM 

modulation. The nth frame Sn(hn, dn) in a MDH-PIM 

sequence contains a header (hn) and information slots (dn). 

Considering the bit with MSB value and the previous bit 

with past most significant bit (PMSB) value of the input 

word, we have four different headers H1, H2,, H3, and H4, 

respectively, which are related to PMSB=0, MSB=0, 

PMSB=1, and MSB=0, PMSB=0 and MSB=1, PMSB=1, 

and MSB=1 respectively. For example, these states for 

M=4 are shown in Fig. 3. 

So, we will have one of the following four states for 

the MDH-PIM modulation, depending on the MSB and 

PMSB values of the input information. 

 
Fig. 3. Various states of the input data for M = 4 in the MDH-PIM 

modulation. 

A. First State ( MSB=0 and PMSB = 0) 

If the MSB and PMSB of the input symbols are zero, 

then H1 header will be used, which consists of a pulse 

with a range of A and length (αTs)/2 and a protective 

band of length ((α/2+1)Ts , where α represents a positive 

integer and Ts represents the length of a slot. The zero slot 

is put in the information part equal to the decimal value 

of the input symbol (without taking into account the two 

bits of MSB and PMSB) (Fig. 4). 

 
Fig. 4. MDH-PIM modulation when MSB = 0 and PMSB = 0. 

B. Second State ( MSB=0 and PMSB = 1) 

If the MSB of the input symbol is zero and the PMSB 

is equal to one, then H2 header will be used, which 

consists of a pulse with a range of 2A and length (αTs)/2 

and a protective band of length ((α/2+1)Ts , where α 

represents a positive integer and Ts represents the length 

of a slot. The zero slot is put in the information part equal 

to the decimal value of the input symbol (without taking 

into account the two bits of MSB and PMSB) (Fig. 5). 
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Fig. 5. MDH-PIM modulation when MSB = 0 and PMSB = 1. 

C. Third State ( MSB=1 and PMSB = 0) 

If the MSB of the input symbol is one and the PMSB is 

zero, then H3 header will be used, which consists of a 

pulse with a range of A and length αTs and a protective 

band of length 1Ts. The zero slot is put in the information 

part equal to the decimal value of the input symbol 

(without taking into account the two bits of MSB and 

PMSB) (Fig. 6). 

 

Fig. 6. MDH-PIM modulation when MSB = 1 and PMSB = 0. 

D. Fourth state ( MSB=1 and PMSB = 1) 

If the MSB and PMSB of the input symbols are equal 

to one, then H4 header will be used,  which consists of a 

pulse with a range of 2A and length αTs and a protective 

band of length 1Ts. The zero slot is put in the information 

part equal to the decimal value of the input symbol 

(without taking into account the two bits of MSB and 

PMSB) (Fig. 7).  

 
Fig. 7. MDH-PIM modulation when MSB = 1 and PMSB = 1. 

As shown in Fig. 4 to Fig. 7, the pulse header is a 

time reference separating the previous and next symbols 

and using this property to synchronize the frames. The 

MDH-PIM modulation not only eliminates the empty 

slots that appear after each pulse in the PPM modulation, 

but also reduces the length of the modulated frames by 

half the DH-PIM modulation and more than 1/6 length of 

the PPM modulation frames, thereby increasing the speed 

of data transmission and reducing the required bandwidth. 

Table I shows the OOK, PPM, DPIM, DH-PIM2 and 

MDH-PIM2 modulations for M = 4. 

TABLE I. 16-PPM, 16-DPIM, 16-DH-PIM2 AND 16-MDH-PIM2 

MODULATIONS FOR FOUR-BIT OOK DATA 

OOK 16-PPM 16-DPIM 

0000 1000000000000000 10 

0001 0100000000000000 100 

0010 0010000000000000 1000 

0011 0001000000000000 10000 

0100 0000100000000000 100000 

0101 0000010000000000 1000000 

0110 0000001000000000 10000000 

0111 0000000100000000 100000000 

1000 0000000010000000 1000000000 

1001 0000000001000000 10000000000 

1010 0000000000100000 100000000000 

1011 0000000000010000 1000000000000 

1100 0000000000001000 10000000000000 

1101 0000000000000100 100000000000000 

1110 0000000000000010 1000000000000000 

1111 0000000000000001 10000000000000000 

OOK 16-DH-PIM2 16-MDH-PIM2  

0000 100 100 

0001 1000 1000 

0010 10000 10000 

0011 100000 100000 

0100 1000000 200 

0101 10000000 2000 

0110 100000000 20000 

0111 1000000000 200000 

1000 1100000000 110 

1001 110000000 1100 

1010 11000000 11000 

1011 1100000 110000 

1100 110000 220 

1101 11000 2200 

1110 1100 22000 

1111 110 220000 

 

As shown in Table I, the data transmission capacity 

increases in the MDH-PIM modulation, since it 

eliminates the empty slots that appear after each pulse in 

the PPM modulation. It also reduces the length of 

modulated symbols as compared to the DPIM and DH-

PM modulations. 

The minimum, maximum and average lengths of 

modulated symbols in the MDH-PIM are as follows: 

min 1L                                            (5) 

2

max 2ML                                      (6) 

2

avg

2 2 1

2

M

L
  

                             (7) 

2

2
1

(2 2 1)
s M

b

M
T

R



 

 
                (8) 

As the above equations show, the average length of 

the output symbols in the MDH-PIM modulation is much 

less than that in the PPM, DPIM and DH-PIM 

modulations, and this property is more evident for M> 6. 

(1/6 average length of PPM, 1/3 average length of DPIM 

and 1/2 average length of DH-PIM) 

IV. COMPARISON OF DIGITAL MODULATION 

PARAMETERS 

In this section, we compare digital modulations in 

terms of bandwidth required for modulation, transmission  
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rate (transmission capacity), average transmission power, 

error performance, and power required to perform 

modulation. 

A. Bandwidth Required for Modulation 

In order to increase the amount of power received in 

optical receivers, we need high-level detectors, but 

increasing the level of the detector will cause restrictions 

in the bandwidth of the receiver [16]. Therefore, one of 

the important parameters in the telecommunication 

systems is the bandwidth required by the transmitter and 

receiver. We prefer that the transmitter and receiver need 

less bandwidth. 

Suppose that the transmitter sends the information at a 

rate of Rb bits per second. Therefore, the length of 

sending a bit is equal to [11], [17]: 

1s bT R                                    (9) 

In digital telecommunication systems, bandwidth is 

defined as the reverse of the width of each pulse. As a 

result, the bandwidth required for the OOK modulation, 

BWOOK, is equal to [11] 

OOK 1BW s bT R                        (10) 

The PPM modulator selects M bits of input data and 

maps them onto the L-slot. Therefore, the length of a slot 

is equal to [18]: 

 s bT M LR                          (11) 

As a result, the bandwidth required for the PPM 

modulation, BWPPM, is equal to [11]: 

PPM OOK

1
BW BWb

s

L L
R

T M M
                 (12) 

As we expected, it is observed that the bandwidth in 

the PPM modulation has increased by L/M as compared 

to the OOK modulation. 

In the DPIM modulation, if the time of each slot (Ts) is 

selected in such a way that sending the average length of 

the modulated symbols takes as long as sending of the M 

bit by the OOK modulation, In this case we have [19] 

, OOK

2 1

2
s M

L g
T T

 
                        (13) 

In this case, the bandwidth of the DPIM modulation 

will be equal to [11], [19]: 

DPIM OOK

2 1 2 1
BW BW

2 2
b

L g L g
R

M M

   
       (14) 

Therefore, the bandwidth of the DPIM modulation has 

decreased by about half as much as that of the PPM 

modulation. In this way, we can obtain the bandwidth 

required for DH-PIM and MDH-PIM modulations. So we 

have 

1

DH-PIM OOK

1 2 2 1
BW BW

0.5

M

sT M



 

  
         (15) 

As the above equation shows, the bandwidth required 

for the DH-PIM modulation is lower than the bandwidth 

required for the DPIM modulation, and this value is also 

reduced when α increases [14], [20]. For the MDH-PIM 

modulation, we have 

2

MDH-PIM OOK

2 2 1
BW BW

M

M





  
               (16) 

The bandwidth required for PPIM, DPIM, DH-PIM 

and MDH-PIM modulations normalized to the OOK 

modulation bandwidth is shown in Fig. 8 in M.  As 

shown in Fig. 8, the bandwidth required for the MDH-

PIM1 modulation is roughly equal to that required for the 

DH-PIM2 modulation but is much better than the 

bandwidth required for PPIM, DPIM, and DH-PIM1 

modulations; particularly for M
 
> 5. For α

 
>1 and M

 
>5, 

MDH-PIM requires less bandwidth than other 

modulations. The reason is that an increase in α leads to 

an increase in the length of the output pulse in the MDH-

PIM modulation. Also, following an increase in M, the 

length of the output frame in the modulator becomes 

much shorter than the PPM, DPIM, and DH-PIM 

modulators, thereby widening the length of the output 

slots and reducing the bandwidth. 

 

Fig. 8. Normalized bandwidth for PPM and DPIM, DH-PIM and MDH-

PIM modulations as compared with the bandwidth of the OOK 

modulation. 

B. Transfer Rate (Transfer Capacity) 

The transfer rate or transfer capacity means the number 

of bits that the modulator modulates and prepares to send 

at a specified time. It is obvious that the OOK and PPM 

modulations have equal transfer rates. However, the 

transfer capacity in the DPIM and DH-PIM modulations 

is far greater than that of the PPM modulation [18]. 

To calculate the transfer rate, we select a packet with 

Npkt bits. The transfer rate of each packet or the transfer 

capacity is obtained from the following equation [13]: 

pkt

pkt

sR
R

L
                                (17) 

where Rs=1/Ts=BWreq represents the transfer rate of each 

slot or the required bandwidth, and Lpkt represents the 

average length of each packet in terms of slot, which is 

obtained using the following equation: 

pkt avg

pkt

N L
L

M
                              (18) 
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So if we calculate the transfer rate for each modulation, 

we have 

req-PPM

pkt-PPM

pkt

BW

2M

M
R

N


                          (19) 

req-DPIM

pkt-DPIM

pkt

2 BW

(2 2 1)M

M
R

N g




 
                   (20) 

req-DH-PIM

pkt-DH-PIM 1

pkt

BW

(2 2 1)M

M
R

N








 
              (21) 

req-MDH-PIM

pkt-MDH-PIM 2

pkt

BW

(2 2 1)M

M
R

N








 
            (22) 

Fig. 9 shows the transfer rate of packets for the fixed 

bandwidth of 1MHZ and Npkt=1 kbyte for PPM, DPIM, 

DH-PIM, MDH-PIM modulations, normalized to the 

transfer rate or the PPM modulation packet in terms of M. 

As shown in Fig. 9, for M> 6, the packet transfer rate is 

equal in DPIM and DH-PIM1 modulations and is almost 

twice as much as the packet transfer rate in the PPM 

modulation. However, the packet transfer rate of DH-

PIM2 and MDH-PIM1 is four times as much as the packet 

transfer rate of the PPM modulation. The packet transfer 

rate of the DH-PIM3 modulation is six times as much as 

the packet transfer rate of the PPM modulation, the 

packet transfer rate of the MDH-PIM2 modulation is eight 

times as much as the packet transfer rate of the PPM 

modulation, and the packet transfer rate of the MDH-

PIM3 modulation is twelve times as much as the packet 

transfer rate of the PPM modulation. Therefore, as the 

results indicate, the MDH-PIM modulation has greater 

transfer capacity than other modulations. 

 

Fig. 9. The transfer rate of the normalized packet for PPM, PPIM, 

DPIM, DH-PIM1, DH-PIM2, DH-PIM3, MDH-PIM1, MDH-PIM2, and 

MDHPIM3 relative to the transfer rate of the PPM modulation packet 
in terms of M. 

C. Average Transmission Power 

The average transmission power for each modulated 

symbol is obtained from the following equation [11]: 

    2

avg 0

1
| |

sT

s

P t x t dt
L T

                   (23) 

Obviously, the modulation power of the OOK 

modulation is higher than that of other modulations as we 

may have more than one pulse in each modulated symbol. 

Due to constancy of the length of the modulated 

symbols and their duty cycle in the PPM modulation, all 

the symbols have an equal average transmission power. 

However, unlike the PPM modulation, DPIM, DH-PIM 

and MDH-PIM modulations have different average 

transmission power rates because the length of the 

modulated symbols varies. Therefore, due to the fact that 

the duty cycle of the symbols modulated by DPIM, DH-

PIM and MDH-PIM modulations is greater than the duty 

cycle of the symbols modulated by the PPM modulation, 

the average transmission power of DPIM, DH-PIM and 

MDH-PIM modulations is more than that of the PPM 

modulation. 

Also, the duration of the output pulse of the modulator 

in the DH-PIM and MDH-PIM modulations is higher 

than that of the PPM modulation depending on the header 

of each frame, so the average transmission power of the 

DH-PIM and MDH-PIM modulations is greater than the 

average transmission power of the DPIM modulation [11]. 

If we normalize the average transmission power of the 

PPM, DPIM, DH-PIM and MDH-PIM modulations 

relative to the average transmission power of the OOK 

modulation and plot them in M, we will have Fig. 10. 

As shown in Fig. 10, the average transmission power 

of the MDH-PIM modulation is higher than that of other 

modulations. For example, for M=4, the average 

transmission power of the MDH-PIM modulation is 

approximately 1 dB greater than the DH-PIM modulation, 

5 dB greater than the DPIM modulation, and 7 dB greater 

than the PPM modulation. 

 

Fig. 10. Average transmission power of PPM, DPIM, DH-PIM, and 

MDH-PIM modulations relative to the average transmission power of 

the OOK modulation in terms of M. 

D. Error Performance 

Errors occur due to various factors including optical 

noises of the environment, interference of symbols, multi-

path propagation, etc. and causes one or more zero bits to 

be converted to one bits 1 or vice versa. 

Fig. 11 shows a wireless optical telecommunications 

system based on the threshold detector [19]. 

The modulator block contains one of the digital 

modulators. The P(t) filter is a rectangular pulse with a 

length of a slot (Ts). The output of the filter is scaled by 

the maximum detected signal. The Z values for various 

modulations are as follows: 
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Fig. 11. A wireless optical telecommunications system based on the threshold detector. 

OOK avgZ R P                              (24) 

L-MOD avg-MOD avgZ L R P                      (25) 

where R represents the photo detector responsivity and 

Pavg represents the mean power of the received optical 

signal. The filter output (y(t)) is sampled with 1/Ts 

frequency , and if its value (yi) exceeds the threshold 

level, it is considered one, and if its value is below the 

threshold level, then it is considered zero. 

To calculate the error, we consider the following 

hypotheses [19], [21]: 

1) The communication channel should not be distorted. 

2) The transmitter and receiver do not apply any 

restrictions on bandwidth. 

3) The optical signal does not interfere with other light 

sources. 

4) Error in each slot invalidates the entire packet. 

Now we calculate the error considering the above 

conditions. 

Like the DPIM and DH-PIM modulations, the length 

of the modulated symbols is variable in the MDH-PIM 

modulation and more importantly, each symbol starts 

with the "1" bit, so any error will create an error not only 

in that symbol but also in its previous symbol. The energy 

of each pulse that appears in the filter output is equal to 

[22] 
2 2

avg avg

P-MDH-PIM 2

16

9 b

R P ML
E

R
                     (26) 

Suppose that the level of the threshold is considering 

between zero and one. In this case, the probability of a 

slot error is equal to 

2 2

avg avg

e-slot 2

0

4 2

9

ML R P
P Q

N

 
 
 
 

                    (27) 

where N0 represents the noise power and Q(x) represents 

the complementary function of the error [19]: 

 
2 /21

2

z

x

Q x e dz




                        (28) 

The error probability, PER, of a packet of N-slot length 

is equal to 

e-slot e-slotPER 1 (1 )NP NP                         (29) 
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        (30) 

Since the signal to the electrical noise in the OOK 

modulation is equal to [20] 

2 2

OOK avg 0SNR 2 /R P N                        (31) 

As a result, we have 
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PER SNR
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        (32) 

If we obtain the packet error probability for other 

modulations in this way, we have 
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Fig. 12 shows the slot error rates for OOK, PPM, 

DPIM, DH-PIM and MDH-PIM modulations in terms of 

signal to noise OOK for M = 4. 

As you can see, the DPIM error is nearly equal to the 

error of the DHPIM1, and the error of MDHPIM1 is 

greater than the error rates of DHPIM1, DPIM, and PPM, 

but less than the error rates of DHPIM2 and DHPIM3. 

The greater the α value, the greater the error of the 

MDHPIM and the closer to the OOK error. Therefore, 

we can select a small value for α in order to reduce the 

error of the MDH-PIM modulation. 

 

Fig. 12. Slot error rates for OOK, PPM, DPIM, DH-PIM1, DH-PIM2, 

DH-PIM3, MDH-PIM1, MDH-PIM2, and MDH-PIM3 in terms of signal 
to noise OOK for M = 4. 

International Journal of Electrical and Electronic Engineering & Telecommunications Vol. 9, No. 1, January 2020

24©2020 Int. J. Elec. & Elecn. Eng. & Telcomm.



 
Fig. 13. Slot error rates for OOK, PPM, DPIM, DH-PIM1, DH-PIM2, 

DH-PIM3, MDH-PIM1, MDH-PIM2, and MDH-PIM3 modulations in 
terms of signal to noise OOK for M = 4 and the packet length of 1024. 

 

Fig. 14. Slot error rates for PPM, DPIM, DH-PIM1, DH-PIM2, DH-PIM3, 

MDH-PIM1, MDH-PIM2, and MDH-PIM3 modulations in terms of M. 

 
Fig. 15. Packet error rates for PPM, DPIM, DH-PIM1, DH-PIM2, DH-
PIM3, MDH-PIM1, MDH-PIM2, and MDH-PIM3 modulations in terms 

of M. 

Fig. 13 shows the packet error rates for OOK, PPM, 

DPIM, DH-PIM and MDH-PIM modulations in terms of 

signal to noise OOK for M = 4 and the packet length of 

1024, which has the same result as the slot error rates. 

Fig. 14 and Fig. 15 show the slot error rates and packet 

error rates for PPM, DPIM, DH-PIM and MDH-PIM 

modulations in M respectively. As shown in Figures, the 

error decreases following an increase in the M value. 

Therefore, we can select a higher value of M in order to 

decrease the error of the MDH-PIM modulation. 

E. Required Optical Power 

One of the important parameters used to evaluate the 

performance of optical systems is the optical power 

required in terms of the bandwidth. This means that an 

ideal optical system is one that needs the lowest power 

and the lowest bandwidth [22]. In this section we obtain 

the optical power required for the above modulations 

using the packet error rate explained in the previous 

section. As we saw in the previous section, the packet 

error rate for the OOK modulation is equal to 

OOK avg

2
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o

NQ RP
N

 
   

 

                    (37) 

If we obtain the power required for the OOK 

modulation using the above equation, we have 

1 OOK

req-ook 0

PER1
0.5P N Q
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               (38) 

If we get the power required for other modulations 

using this equation, we have 
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                                         (39) 
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Fig. 16 shows the power required for OOK, PPM, 

DPIM, DH-PIM and MDH-PIM modulations normalized 

to the power required for the OOK modulation in M. As 

you can see in Fig. 16, the power required for the DPIM 

modulation is much less than the power required for the 

OOK modulation but is slightly higher than that required 

for the PPM modulation. For example, for M = 4, the 

DPIM modulation requires about 5.1 dB less power than 

the OOK, but needs 2.4 dB more power than the PPM 

modulation. For M> 4, the power required for MDH-

PIM1 modulation is less than that required for DH-PIM2, 

DH-PIM3, MDH-PIM2 and MDH-PIM3, but a little more 

than the PPM, DPIM, and DH-PIM1. The greater the α 

value, the more power is required by the MDH-PIM and 

the closer it gets to the power required for the OOK 

modulation. Therefore, we can reduce the power required 

for the MDH-PIM modulation by reducing the α value.  

 
Fig. 16. The power required for OOK, PPM, DPIM, DH-PIM and 

MDH-PIM modulations normalized to the power required for the OOK 

modulation in M. 
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TABLE II. COMPARISON OF DIGITAL MODULATION PARAMETERS 

Modulation 

parameter 

Modulation scheme 

PPM DPIM DH-PIM MDH-PIM 

Required 

bandwidth 
High Average Low 

Very low 

(advantage) 

Transmission 

capacity 
Low  Average High 

Very high 

(advantage) 

Transmission 

power 
Low  Average High 

Very high 

(advantage) 

Error Low  Average High 
Very high 

(disadvantage) 

Required 

power 
Low  Average High 

Very high 

(disadvantage) 

 

Table II summarizes the parameters described above. 

As shown in this table, the MDH-PIM modulation is 

much better than the other modulations in terms of the 

bandwidth required to perform the modulation, the 

transmission capacity and transmission power, but worse 

than them in terms of the error rate and the power 

required to perform modulation. However, we can reduce 

the error rate in this modulation by decreasing the α value 

or increasing the M value, in which case the power 

required to perform modulation will also decrease. 

Therefore, we can manage the error rate and power 

required to perform modulation in the MDH-PIM 

modulation by choosing appropriate values of α and M. 

V. CONCLUSIONS 

Digital modulations act like a digital encoder, and, in 

addition to providing information to be sent by optical 

links, they encrypt data and are useful for insecure 

channels and military applications. Among the digital 

modulations, the MDH-PIM modulation is an 

isochronous scheme and uses this capability to 

synchronize the modulated frames.  

The frames in modulated in the MDH-PIM modulation 

are shorter in length than those modulated in the DPIM 

and DH-PIM modulations, and this improved the 

transmission capacity, required bandwidth and 

transmission power of the MDH-PIM modulation. The 

bandwidth of the MDH-PIM1 modulation is similar to 

that of the DH-PIM2 modulation, but is better than the 

bandwidths of PPM, DPIM, and DH-PIM1 modulations 

(especially for M>5). Regardless of the M value, the 

MDH-PIM2 modulation needs less bandwidth than other 

modulations, but requires more power to perform 

modulation. Therefore, we use the MDL-PIM2 

modulation where there is a bandwidth limit, but no 

problem with power. For large values of M, the 

transmission capacity of the DH-PIM1 and DPIM 

modulations is twice as much as that of the PPM 

modulation, while the MDH-PIM2 modulation has a 

transfer capacity roughly eight times as much as the PPM 

modulation. The results of this paper showed that the slot 

error rate and packet error rate of the MDH-PIM 

modulation decreases following an increase in the M 

value. Furthermore, a decrease in the value of α will lead 

to a decrease in the slot error rate and packet error rate of 

the MDH-PIM modulation. 
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