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Abstract—Non-coherent communication which employs 

Differential Modulation (DM) technique is an interesting 

technique to combat the uncertainty of channel in the 

wireless communication system. This technique also 

provides a more spectral efficient system than coherent 

communication because it does not need the presence of 

signal overhead for channel estimation purpose which 

usually exists in the coherent transmission. To improve the 

performance of DM technique, differential unitary 

modulation technique which is combining DM and Space 

Time Block Code (STBC) is explored in this paper. In this 

paper, we modify a quasi-orthogonal STBC (QO-STBC) to 

be used as a unitary matrix generator, and then we 

introduce an element-wise calculation concept to minimize 

the system complexity. The experimental results show the 

proposed differential unitary modulation technique could be 

an excellent technique to overcome the uncertainty of 

channel in a wireless telecommunication system.  

Index Terms—channel uncertainty, complexity, differential 

modulation, non-coherent communication, QO-STBC 

 

I. INTRODUCTION 

The uncertainty of channel is one of the main issues in 

the wireless telecommunication system. This uncertainty 

makes the Channel State Information (CSI), which is 

used to calculate the channel estimation, cannot be 

appropriately obtained. Without a proper channel 

estimation, the performance of the coherent transmission 

of wireless communication will decrease significantly. 

One of the example of the uncertainty of channel is when 

one of the receiver or transmitter or both of them are in 

high mobility condition, because in this condition the 

channel condition changes very fast. To ensure the 

quality of the received data, a non-coherent transmission 

which does not employ channel estimation is proposed. 

Non-coherent transmission does not need signal overhead 

for channel estimation purpose, which makes this 

technique more economical especially in fast varying 

channel [1]-[3]. 

Giving an example of this problem: an internet service 

provider (ISP) is using long term evolution (LTE) system 

with 2.6 GHz of the carrier frequency (Fc) to serve a 

passenger which is located inside a vehicle which is 
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moving at a speed of 100 km/h (27.78 m/s). With this 

condition, we can calculate the maximum Doppler 

frequency (𝑓𝑚): 

𝑓𝑚 =
𝑣𝐹𝑐

𝑐
=

27.78 × 2.6 × 109

3 × 108
= 240.74 Hz 

By knowing the value of 𝑓𝑚 , we can calculate the 

coherence time as follows: 

𝑇𝑐 =
0.423

𝑓𝑚
=

0.423

240.74
= 1.757 ms 

The symbol time (𝑇𝑠𝑦𝑚 ) of LTE is 66.67 µs which 

means the value of 𝑇𝑐/𝑇𝑠𝑦𝑚  is 26.34. This condition 

means that the channel condition will change every 26.34 

symbols. This value will decrease in accordance with the 

increase of the velocity and the use of higher carrier 

frequency. A shorter 𝑇𝑐/𝑇𝑠𝑦𝑚 makes it harder to get the 

CSI accurately, while the increasing of the number of 

signal overhead for channel estimation purpose will make 

the system become uneconomical [1], [2].  

In this paper, we analyze the performance of 

Differential Modulation (DM) as one of the non-coherent 

transmission systems. We try to combine the DM 

technique with orthogonal space time block code 

(OSTBC) and quasi-orthogonal space time block code 

(QO-STBC) for four antennas. There are several ways to 

combine the DM technique and space time block code 

(STBC). One of the most popular combinations between 

DM and STBC is the Differential Unitary Modulation 

(DUM) technique which is proposed in [3]. Tran et al. in 

[1], [2] proposed a modified concept of DUM so it can be 

implemented in multicarrier transmission. This 

modification is called Unitary Differential Space Time 

Frequency Modulation (UDSTFM). Both DUM and 

DUSTFM [1]-[4] use STBC Alamouti [5] to create the 

unitary matrix which is needed in the encoding system. 

The use of STBC Alamouti in this technique is the key to 

achieve full diversity and full orthogonality which is 

suitable for 2×2 Multiple-Input Multiple-Output (MIMO) 

system. differential modulation concept also has been 

analysed in several wireless communication systems such 

as multiband orthogonal frequency division multiplexing 

(MB-OFDM) [1], [2], LTE [6], multicarrier code division 

multiple access (MC-CDMA) [7], and also in the recently 

proposed modulations such as spatial modulation (SM) 

[8], [9] and the Subcarrier Index Modulation (SIM) [10]. 
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In this paper, we propose a modified QO-STBC for 

four transmitting antennas as a unitary matrix generator. 

By using QO-STBC we could improve the spectral 

efficiency of the system because there is no full rate 

OSTBC for four transmitting antennas. Several studies 

about using QO-STBC for differential modulation are 

proposed in [11], [12]. In this paper, the proposed QO-

STBC is modified from the STBC scheme which was 

proposed by Tirkkonen in [13]. Although some 

researches have proposed differential modulation 

technique which uses quadrature amplitude modulation 

(QAM) and amplitude phase shift keying (APSK) 

modulation [14], [15], our proposed modification could 

be implemented only when the transceiver system uses 

phase shift keying (PSK) modulation as a symbol mapper. 

In the experimental process, the performance of our 

proposed scheme is compared with the differential 

modulation which uses OSTBC as a unitary generator. 

We also propose a low-complexity differential 

modulation which uses an element-wise calculation in 

order to solve the complexity problem of differential 

unitary modulation technique. This technique is a 

developed from the element-wise calculation technique 

which is proposed in [16]. Unlike the method which is 

proposed in [1], [2], which only proposes a low 

complexity technique for the decoding process, in this 

paper, we propose a technique which has low complexity 

either in the encoding process or decoding process. With 

low complexity encoding, we hope our proposed 

technique can be implemented not only for downlink 

communication but also uplink communication. 

This paper is arranged this way: Section I: Introduction, 

Section II: Differential Unitary Modulation for 4×4 

MIMO, Section III: Low Complexity Differential 

Modulation, Section IV: Complexity Analysis, Section V: 

Experimental Result, and Section VI: Conclusion. 

II. DIFFERENTIAL UNITARY MODULATION FOR 4×4 

MIMO 

LC Tran et al. proposed a DM for multicarrier 

transmission for 2×2 MIMO which is called unitary 

differential space time frequency modulation (UDSTFM) 

in [1], [2]. This technique is developed from the DM 

technique which was proposed by Ganesan et al. in [3]. 

These papers [1]-[4] used a similar unitary matrix which 

was derived from STBC Alamouti [5]. In [3], Ganesan et 

al. also proposed a DM technique for 4×4 MIMO. This 

proposed technique [3] uses an orthogonal STBC 

(OSTBC) for 4 antennas which has a rate of 3/4 as the 

unitary matrix. 

In this paper, we introduce a new unitary matrix for 4 

transmitting antennas which has 4/4 rate. The purpose of 

this new unitary matrix is to create a transmission which 

has higher spectral efficiency than using OSTBC. To 

create a new unitary matrix, we modify the QO-STBC 

which was proposed in [13] so it can be used as a unitary 

matrix. Let us consider that 𝐔 is the encoding of STBC 

which is proposed by Tirkkonen in [13]. 

𝐔 = [
𝐀 𝐁
𝐁 𝐀

]                                  (1) 

where 

𝐀 = [
𝑎 𝑏

−𝑏∗ 𝑎∗] ,   𝐁 = [
𝑐 𝑑

−𝑑∗ 𝑐∗]             (2) 

Therefore, 𝐔 can be written as the following: 

𝐔 = [

𝑎 𝑏 𝑐 𝑑
−𝑏∗ 𝑎∗ −𝑑∗ 𝑐∗

𝑐 𝑑 𝑎 𝑏
−𝑑∗ 𝑐∗ −𝑏∗ 𝑎∗

] 

However, unlike OSTBC, 𝐔  is not an orthogonal 

matrix, and if this matrix is not an orthogonal matrix, it is 

impossible for us to create a unitary matrix from 𝐔 . 

Therefore, to make 𝐔 into an orthogonal matrix, we have 

to make some modifications. 

To make modifications, first we have to consider the 

definition of unitary matrix. A unitary matrix is a square 

matrix which the conjugate transpose of this matrix has 

the same value with the inverse of this matrix 𝐗𝐻 = 𝐗−1. 

Therefore, if we multiply a unitary matrix with its 

conjugate transpose, the result should be an identity 

matrix. However, in our case, if we multiply 𝐔 with its 

conjugate transpose the result is as the following: 

𝐔𝐔𝐻 = [

𝛼 0
0 𝛼

𝛽 0
0 𝛽

𝛽 0
0 𝛽

𝛼 0
0 𝛼

]                      (3) 

where 𝛼 = 𝑎𝑎∗ + 𝑏𝑏∗ + 𝑐𝑐∗ + 𝑑𝑑∗ and 𝛽 =  𝑎𝑐∗ + 𝑐𝑎∗ + 

𝑏𝑑∗ + 𝑑𝑏∗ 

In order to make 𝐔 into a unitary matrix, we have to 

modify this matrix so the value of 𝛼 become 1 and the 

value of 𝛽 become 0. Because in our proposed scheme 

we use PSK modulation as symbol mapper, making 𝛼 

become 1 is an easy task because in the PSK modulation 

the absolute value of its symbols will be always 1. 

However, the problem is how to make the value of 𝛽 

become 0, so 𝐔 can be transformed into a unitary matrix. 

The simplest way to make 𝛽 become 0 is to consider 

that 𝛽 will be 0 if the following equations are valid: 

𝑎𝑐∗ + 𝑐𝑎∗ = 0 

𝑏𝑑∗ + 𝑑𝑏∗ = 0 

To make this condition happens we propose some 

modification rules: 

a. The modulation (symbol mapper) which is used in 

this system has to be PSK modulation. 

b. Replace the symbols 𝑎, 𝑏, 𝑐, 𝑑 with an addition or a 

subtraction between two symbols, example: 

𝑎 = 𝑠1 + 𝑠2, 𝑏 = 𝑠3 + 𝑠4. 

c. The multiplication between 𝑎 and 𝑐, also between 𝑏 

and 𝑑 , must produce 𝑥2 − 𝑦2 . Example: because 

𝑎 = 𝑠1 + 𝑠2 , then 𝑐  should be 𝑐 = 𝑠1 − 𝑠2 , so the 

multiplication between 𝑎  and 𝑐  will produce  

𝑠1
2 − 𝑠2

2 . With the same concept, the value of 𝑑 

will be 𝑑 = 𝑠3 − 𝑠4. 

Proof: 

𝑎𝑐∗ + 𝑐𝑎∗ = 0 

To prove the truth of our modification concept, let us 

substitute 𝑎  and 𝑐  respectively with 𝑠1 + 𝑠2  and 𝑠1 − 𝑠2 
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(the same with the examples above), where 𝑠1 and 𝑠2 are 

the outputs of PSK modulator. 

(𝑠1 + 𝑠2)(𝑠1 − 𝑠2)
∗ + (𝑠1 − 𝑠2)(𝑠1 + 𝑠2)

∗ = 0 

𝑠1𝑠1
∗ − 𝑠2𝑠2

∗ + 𝑠1𝑠1
∗ − 𝑠2𝑠2

∗ = 0               

1 − 1 + 1 − 1 = 0               

0 = 0               

Because the absolute value of every PSK symbol is 1, 

then the multiplication between each symbol with its 

conjugate will always be 1. Therefore, the equation in the 

left side will result in 0, and with this, this equation is 

proven. This proof is also appropriate for equation 𝑏𝑑∗ + 

𝑑𝑏∗ = 0 which has exactly the same feature with 𝑐∗ + 

𝑐𝑎∗. 

Therefore, we will get this kind of equation as the new 

form of matrix 𝐔: 

𝐔 = [

𝑠1 + 𝑠2 𝑠3 + 𝑠4 𝑠1 − 𝑠2 𝑠3 − 𝑠4

−𝑠3
∗ − 𝑠4

∗ 𝑠1
∗ + 𝑠2

∗ 𝑠4
∗ − 𝑠3

∗ 𝑠1
∗ − 𝑠2

∗

𝑠1 − 𝑠2 𝑠3 − 𝑠4 𝑠1 + 𝑠2 𝑠3 + 𝑠4

𝑠4
∗ − 𝑠3

∗ 𝑠1
∗ − 𝑠2

∗ −𝑠3
∗ − 𝑠4

∗ 𝑠1
∗ + 𝑠2

∗

]     (4) 

The multiplication between 𝐔  and its conjugate 

transpose is: 

𝐔𝐔𝐻 = [

8 0
0 8

0 0
0 0

0 0
0 0

8 0
0 8

] 

We can see, that 𝐔  already become an orthogonal 

matrix, although it still has not become a unitary matrix. 

The last step to make 𝐔 to become a unitary matrix is to 

make the value of 𝛼 become 1 by divide the matrix with 

1/√8. Therefore, the last form of matrix 𝐔 as a unitary 

matrix is as the following:  

𝐔 = 1/√8 [

𝑠1 + 𝑠2 𝑠3 + 𝑠4 𝑠1 − 𝑠2 𝑠3 − 𝑠4

−𝑠3
∗ − 𝑠4

∗ 𝑠1
∗ + 𝑠2

∗ 𝑠4
∗ − 𝑠3

∗ 𝑠1
∗ − 𝑠2

∗

𝑠1 − 𝑠2 𝑠3 − 𝑠4 𝑠1 + 𝑠2 𝑠3 + 𝑠4

𝑠4
∗ − 𝑠3

∗ 𝑠1
∗ − 𝑠2

∗ −𝑠3
∗ − 𝑠4

∗ 𝑠1
∗ + 𝑠2

∗

] (5) 

This matrix is only one of the variations which could 

be designed from our proposed modification rules. We 

can produce the other matrices which have the same 

properties as this matrix as long as we follow the set of 

rules which is presented above. 

 

III. LOW COMPLEXITY DIFFERENTIAL MODULATION 

A. Encoding 

To minimize the complexity of differential unitary 

modulation, LC Tran in [1], [2] proposes a low 

complexity decoding process by decodes it two symbols 

by two symbols instead of jointly decodes it in a set of 

subcarriers as in their proposed encoding process. We 

show how our proposed algorithm is presented by (6) if 

we use the same encoding technique which is introduced 

by LC Tran in [1], [2]. The block diagram of our 

proposed low complexity differential modulation system 

is shown in Fig. 1. 

The notation “𝑑𝑖 ” represents matrix diagonalization 

process, 𝐔𝑥𝑡  represents the space time frequency coding 

(STFC) matrix and 𝐬𝑡,𝑚  is a column matrix size 

(𝑁𝑠𝑢𝑏𝑐×1), the components of 𝐬𝑡,𝑚 are the outputs of PSK 

modulator, 𝐬𝑡,𝑚 = [𝑠𝑡,𝑚,1 𝑠𝑡,𝑚,2 … 𝑠𝑡,𝑚,𝑁𝑠𝑢𝑏𝑐
].  

Although this technique allows all symbols within one 

subcarrier to be encoded together, the diagonalization 

process adds a lot of zeros in this matrix in order to make 

this matrix into a square matrix. Because of this, the 

multiplication between two unitary matrices will also 

have to do multiplication between zeros of both unitary 

matrices, which does not give any gain to the system 

performance but increase the system complexity. 

To solve this problem, in this paper we replace the 

multiplication between matrices into an element-wise 

multiplication process. With the element-wise 

multiplication, we do not have to add any zeros in our 

encoding and decoding process. The differential 

modulation using element-wise multiplication process for 

2×2 MIMO has been proposed analyzed in the [16], while 

in this paper, we propose differential modulation using 

element-wise multiplication for 4×4 MIMO. We use the 

unitary matrix which is introduced in the previous section 

for the base of our proposed element-wise multiplication 

process. First, we consider (7) is the proposed STFC 

encoding, where 𝐬𝑡,𝑚 is a column matrix size (𝑁𝑠𝑢𝑏𝑐×1), 

the components of 𝐬𝑡,𝑚 are the outputs of PSK modulator, 

𝐬𝑡,𝑚 = [𝑠𝑡,𝑚,1 𝑠𝑡,𝑚,2 … 𝑠𝑡,𝑚,𝑁𝑠𝑢𝑏𝑐
]. We choose to call this 

matrix an STFC matrix rather than an STBC matrix 

because each element of this matrix consists of multiple 

symbols (size ( 𝑁𝑠𝑢𝑏𝑐 ×1)), which after the encoding 

process they will be transmitted through different 

subcarriers.  

𝐔𝑥𝑡 = 1/√8

[
 
 
 
 

𝑑𝑖(𝐬𝑡,1 + 𝐬𝑡,2) 𝑑𝑖(𝐬𝑡,3 + 𝐬𝑡,4) 𝑑𝑖(𝐬𝑡,1 − 𝐬𝑡,2) 𝑑𝑖(𝐬𝑡,3 − 𝐬𝑡,4)

𝑑𝑖(−𝐬𝑡,3
∗ − 𝐬𝑡,4

∗ )𝑑𝑖(𝐬𝑡,1
∗ + 𝑠𝑡,2

∗ ) 𝑑𝑖(𝐬𝑡,4
∗ − 𝐬𝑡,3

∗ ) 𝑑𝑖(𝐬𝑡,1
∗ − 𝐬𝑡,2

∗ )

𝑑𝑖(𝐬𝑡,1 − 𝑠𝑡,2) 𝑑𝑖(𝐬𝑡,3 − 𝑠𝑡,4) 𝑑𝑖(𝐬𝑡,1 + 𝐬𝑡,2) 𝑑𝑖(𝐬𝑡,3 + 𝐬𝑡,4)

𝑑𝑖(𝐬𝑡,4
∗ − 𝐬𝑡,3

∗ ) 𝑑𝑖(𝐬𝑡,1
∗ − 𝐬𝑡,2

∗ )𝑑𝑖(−𝐬𝑡,3
∗ − 𝐬𝑡,4

∗ )𝑑𝑖(𝐬𝑡,1
∗ + 𝐬𝑡,2

∗ )]
 
 
 
 

                           (6) 

𝐔𝑡 = 1/√8

[
 
 
 

𝐬𝑡,1 + 𝐬𝑡,2 𝐬𝑡,3 + 𝐬𝑡,4 𝐬𝑡,1 − 𝐬𝑡,2 𝐬𝑡,3 − 𝐬𝑡,4

−𝐬𝑡,3
∗ − 𝐬𝑡,4

∗ 𝐬𝑡,1
∗ + 𝐬𝑡,2

∗ 𝐬𝑡,4
∗ − 𝐬𝑡,3

∗ 𝐬𝑡,1
∗ − 𝐬𝑡,2

∗

𝐬𝑡,1 − 𝐬𝑡,2 𝐬𝑡,3 − 𝐬𝑡,4 𝐬𝑡,1 + 𝐬𝑡,2 𝑠𝑡,3 + 𝑠𝑡,4

𝐬𝑡,4
∗ − 𝐬𝑡,3

∗ 𝐬𝑡,1
∗ − 𝐬𝑡,2

∗ −𝐬𝑡,3
∗ − 𝐬𝑡,4

∗ 𝐬𝑡,1
∗ + 𝐬𝑡,2

∗ ]
 
 
 

                                   (7) 
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Fig. 1. Transceiver diagram of low-complexity differential modulation 

By using a similar concept with the concept which 

proposed in [16], we change the multiplication between 

two unitary matrices into an element-wise multiplication 

process. The element-wise multiplication process is 

shown in (7). In this paper, we consider “ ∘ ” as the 

notation of element-wise multiplication. 

𝐗𝑎𝑡 = 𝐗𝑎𝑡−1 ∘ 𝐄𝑎𝑡 + 𝐗𝑏𝑡−1 ∘ 𝐄𝑏𝑡 + 

𝐗𝑐𝑡−1 ∘ 𝐄𝑐𝑡 + 𝐗𝑑𝑡−1 ∘ 𝐄𝑑𝑡               (8) 

We consider 𝐗𝑎𝑡  is the result of the proposed element 

wise multiplication, except in the first transmission, 

where 𝐗𝑎1 = 𝐔1. For understanding better our decoding 

concept, 𝑋𝑎𝑡 can be explored as the following equation: 

𝐗𝑎𝑡 =

[
 
 
 
 
𝑋𝑎𝑡(1,1) 𝑋𝑎𝑡(1,2) 𝑋𝑎𝑡(1,3) 𝑋𝑎𝑡(1,4)

𝑋𝑎𝑡(2,1) 𝑋𝑎𝑡(2,2) 𝑋𝑎𝑡(2,3) 𝑋𝑎𝑡(2,4)

𝑋𝑎𝑡(3,1) 𝑋𝑎𝑡(3,2) 𝑋𝑎𝑡(3,3) 𝑋𝑎𝑡(3,4)

𝑋𝑎𝑡(4,1) 𝑋𝑎𝑡(4,2) 𝑋𝑎𝑡(4,3) 𝑋𝑎𝑡(4,4)]
 
 
 
 

      (9) 

where 𝑋𝑎𝑡(𝑝,𝑞) represents the elements of matrix 𝐗𝑎𝑡 , 𝑝 

represents the number of rows, and 𝑞  represents the 

number of columns. 

After getting 𝐗𝑎𝑡  we can generate 𝐗𝑏𝑡 ,  𝐗𝑐𝑡 , and 𝐗𝑑𝑡  

in the following way: 

𝐗𝑏𝑡 =

[
 
 
 
 
𝑋𝑎𝑡(1,2) 𝑋𝑎𝑡(1,1) 𝑋𝑎𝑡(1,4) 𝑋𝑎𝑡(1,3)

𝑋𝑎𝑡(2,2) 𝑋𝑎𝑡(2,1) 𝑋𝑎𝑡(2,4) 𝑋𝑎𝑡(2,3)

𝑋𝑎𝑡(3,2) 𝑋𝑎𝑡(3,1) 𝑋𝑎𝑡(3,4) 𝑋𝑎𝑡(3,3)

𝑋𝑎𝑡(4,2) 𝑋𝑎𝑡(4,1) 𝑋𝑎𝑡(4,4) 𝑋𝑎𝑡(4,3)]
 
 
 
 

    (10) 

𝐗𝑐𝑡 =

[
 
 
 
 
𝑋𝑎𝑡(1,3) 𝑋𝑎𝑡(1,4) 𝑋𝑎𝑡(1,1) 𝑋𝑎𝑡(1,2)

𝑋𝑎𝑡(2,3) 𝑋𝑎𝑡(2,4) 𝑋𝑎𝑡(2,1) 𝑋𝑎𝑡(2,2)

𝑋𝑎𝑡(3,3) 𝑋𝑎𝑡(3,4) 𝑋𝑎𝑡(3,1) 𝑋𝑎𝑡(3,2)

𝑋𝑎𝑡(4,3) 𝑋𝑎𝑡(4,4) 𝑋𝑎𝑡(4,1) 𝑋𝑎𝑡(4,2)]
 
 
 
 

    (11) 

𝐗𝑑𝑡 =

[
 
 
 
 
𝑋𝑎𝑡(1,4) 𝑋𝑎𝑡(1,3) 𝑋𝑎𝑡(1,2) 𝑋𝑎𝑡(1,1)

𝑋𝑎𝑡(2,4) 𝑋𝑎𝑡(2,3) 𝑋𝑎𝑡(2,2) 𝑋𝑎𝑡(2,1)

𝑋𝑎𝑡(3,4) 𝑋𝑎𝑡(3,3) 𝑋𝑎𝑡(3,2) 𝑋𝑎𝑡(3,1)

𝑋𝑎𝑡(4,4) 𝑋𝑎𝑡(4,3) 𝑋𝑎𝑡(4,2) 𝑋𝑎𝑡(4,1)]
 
 
 
 

    (12) 

Matrices 𝐄𝑎𝑡 , 𝐄𝑏𝑡 , 𝐄𝑐𝑡 , and 𝐄𝑑𝑡  are derived from the 

components of STFC matrix 𝐔𝑡 as the following:  

𝐄𝑎𝑡 =

[
 
 
 
 
𝑈𝑡(1,1) 𝑈𝑡(2,2) 𝑈𝑡(3,3) 𝑈𝑡(4,4)

𝑈𝑡(1,1) 𝑈𝑡(2,2) 𝑈𝑡(3,3) 𝑈𝑡(4,4)

𝑈𝑡(1,1) 𝑈𝑡(2,2) 𝑈𝑡(3,3) 𝑈𝑡(4,4)

𝑈𝑡(1,1) 𝑈𝑡(2,2) 𝑈𝑡(3,3) 𝑈𝑡(4,4)]
 
 
 
 

      (13) 

𝐄𝑏𝑡 =

[
 
 
 
 
𝑈𝑡(2,1) 𝑈𝑡(1,2) 𝑈𝑡(4,3) 𝑈𝑡(3,4)

𝑈𝑡(2,1) 𝑈𝑡(1,2) 𝑈𝑡(4,3) 𝑈𝑡(3,4)

𝑈𝑡(2,1) 𝑈𝑡(1,2) 𝑈𝑡(4,3) 𝑈𝑡(3,4)

𝑈𝑡(2,1) 𝑈𝑡(1,2) 𝑈𝑡(4,3) 𝑈𝑡(3,4)]
 
 
 
 

      (14) 

𝐄𝑐𝑡 =

[
 
 
 
 
𝑈𝑡(3,1) 𝑈𝑡(4,2) 𝑈𝑡(1,3) 𝑈𝑡(2,4)

𝑈𝑡(3,1) 𝑈𝑡(4,2) 𝑈𝑡(1,3) 𝑈𝑡(2,4)

𝑈𝑡(3,1) 𝑈𝑡(4,2) 𝑈𝑡(1,3) 𝑈𝑡(2,4)

𝑈𝑡(3,1) 𝑈𝑡(4,2) 𝑈𝑡(1,3) 𝑈𝑡(2,4)]
 
 
 
 

      (15) 

𝐄𝑑𝑡 =

[
 
 
 
 
𝑈𝑡(4,1) 𝑈𝑡(3,2) 𝑈𝑡(2,3) 𝑈𝑡(1,4)

𝑈𝑡(4,1) 𝑈𝑡(3,2) 𝑈𝑡(2,3) 𝑈𝑡(1,4)

𝑈𝑡(4,1) 𝑈𝑡(3,2) 𝑈𝑡(2,3) 𝑈𝑡(1,4)

𝑈𝑡(4,1) 𝑈𝑡(3,2) 𝑈𝑡(2,3) 𝑈𝑡(1,4)]
 
 
 
 

      (16) 

The result of this element-wise multiplication, 𝐗𝑎𝑡 , is 

the transmitted STFC symbol before IFFT process in the 

transmitter. This element-wise multiplication gives the 

exact same transmitted symbols as multiplication 

between 𝐔𝑥𝑡  and 𝐔𝑥𝑡−1 . Because the elements of 𝐗𝑎𝑡  

always have constant correlation each other, the 

transmitted matrix 𝐗𝑎𝑡  can be written as the following: 

𝐗𝑎𝑡 = [

𝑎𝑡 𝑏𝑡 𝑐𝑡 𝑑𝑡

−𝑏𝑡
∗ 𝑎𝑡

∗ −𝑑𝑡
∗ 𝑐𝑡

∗

𝑐𝑡 𝑑𝑡 𝑎𝑡 𝑏𝑡

−𝑑𝑡
∗ 𝑐𝑡

∗ −𝑏𝑡
∗ 𝑎𝑡

∗

]             (17) 

B. Decoding 

The received symbols after FFT process in the receiver 

can be described into this following equation: 

𝐘𝑎𝑡 = 𝐗𝑎𝑡 ∘ 𝐇𝑡 + 𝐍                     (18) 

where 𝐗𝑎𝑡  is the output of element-wise multiplication (8) 

as well as the transmitted symbols before IFFT process in 

the transmitter, 𝐇𝑡 represents the channel coefficient, and 

𝑁 represents noise. 

𝐇𝑡 =

[
 
 
 
 
ℎ𝑡(1,1) ℎ𝑡(1,2) ℎ𝑡(1,3) ℎ𝑡(1,4)

ℎ𝑡(2,1) ℎ𝑡(2,2) ℎ𝑡(2,3) ℎ𝑡(2,4)

ℎ𝑡(3,1) ℎ𝑡(3,2) ℎ𝑡(3,3) ℎ𝑡(3,4)

ℎ𝑡(4,1) ℎ𝑡(4,2) ℎ𝑡(4,3) ℎ𝑡(4,4)]
 
 
 
 

       (19) 

The received STFC symbol 𝐘𝑎𝑡  can be written as the 

form of (20). 
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𝐘𝑎𝑡 =

[
 
 
 
 

(𝑎𝑡 . ℎ𝑡(1,1) + 𝑛) (𝑏𝑡 . ℎ𝑡(1,2) + 𝑛) (𝑐𝑡 . ℎ𝑡(1,3) + 𝑛) (𝑑𝑡 . ℎ𝑡(1,4) + 𝑛)

(−𝑏𝑡
∗. ℎ𝑡(2,1) + 𝑛)(𝑎𝑡

∗. ℎ𝑡(2,2) + 𝑛)(−𝑑𝑡
∗. ℎ𝑡(2,3) + 𝑛)(𝑐𝑡

∗. ℎ𝑡(2,4) + 𝑛)

(𝑐𝑡 . ℎ𝑡(3,1) + 𝑛) (𝑑𝑡 . ℎ𝑡(3,2) + 𝑛) (𝑎𝑡 . ℎ𝑡(3,3) + 𝑛) (𝑏𝑡 . ℎ𝑡(3,4) + 𝑛)

(−𝑑𝑡
∗. ℎ𝑡(4,1) + 𝑛)(𝑐𝑡

∗. ℎ𝑡(4,2) + 𝑛)(−𝑏𝑡
∗. ℎ𝑡(4,3) + 𝑛)(𝑎𝑡

∗. ℎ𝑡(4,4) + 𝑛)]
 
 
 
 

                        (20) 

 

For understanding better our decoding process, 𝐘𝑎𝑡  

can be written as the following: 

𝐘𝑎𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(1,1) 𝑌𝑎𝑡(1,2) 𝑌𝑎𝑡(1,3) 𝑌𝑎𝑡(1,4)

𝑌𝑎𝑡(2,1) 𝑌𝑎𝑡(2,2) 𝑌𝑎𝑡(2,3) 𝑌𝑎𝑡(2,4)

𝑌𝑎𝑡(3,1) 𝑌𝑎𝑡(3,2) 𝑌𝑎𝑡(3,3) 𝑌𝑎𝑡(3,4)

𝑌𝑎𝑡(4,1) 𝑌𝑎𝑡(4,2) 𝑌𝑎𝑡(4,3) 𝑌𝑎𝑡(4,4)]
 
 
 
 

    (21) 

In this decoding process, 𝐘𝑎𝑡  is not only a received 

STFC symbol but also functioned as one of decoding 

matrices which are needed to decode the received 

symbols. The decoding matrices 𝐘𝑏𝑡, 𝐘𝑐𝑡, and 𝐘𝑑𝑡 which 

are derived from 𝑌𝑎𝑡 are written as the following: 

𝐘𝑏𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(2,1) 𝑌𝑎𝑡(2,2) 𝑌𝑎𝑡(2,3) 𝑌𝑎𝑡(2,4)

𝑌𝑎𝑡(1,1) 𝑌𝑎𝑡(1,2) 𝑌𝑎𝑡(1,3) 𝑌𝑎𝑡(1,4)

𝑌𝑎𝑡(4,1) 𝑌𝑎𝑡(4,2) 𝑌𝑎𝑡(4,3) 𝑌𝑎𝑡(4,4)

𝑌𝑎𝑡(3,1) 𝑌𝑎𝑡(3,2) 𝑌𝑎𝑡(3,3) 𝑌𝑎𝑡(3,4)]
 
 
 
 

    (22) 

𝐘𝑐𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(3,1) 𝑌𝑎𝑡(3,2) 𝑌𝑎𝑡(3,3) 𝑌𝑎𝑡(3,4)

𝑌𝑎𝑡(4,1) 𝑌𝑎𝑡(4,2) 𝑌𝑎𝑡(4,3) 𝑌𝑎𝑡(4,4)

𝑌𝑎𝑡(1,1) 𝑌𝑎𝑡(1,2) 𝑌𝑎𝑡(1,3) 𝑌𝑎𝑡(1,4)

𝑌𝑎𝑡(2,1) 𝑌𝑎𝑡(2,2) 𝑌𝑎𝑡(2,3) 𝑌𝑎𝑡(2,4)]
 
 
 
 

    (23) 

𝐘𝑑𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(4,1) 𝑌𝑎𝑡(4,2) 𝑌𝑎𝑡(4,3) 𝑌𝑎𝑡(4,4)

𝑌𝑎𝑡(3,1) 𝑌𝑎𝑡(3,2) 𝑌𝑎𝑡(3,3) 𝑌𝑎𝑡(3,4)

𝑌𝑎𝑡(2,1) 𝑌𝑎𝑡(2,2) 𝑌𝑎𝑡(2,3) 𝑌𝑎𝑡(2,4)

𝑌𝑎𝑡(1,1) 𝑌𝑎𝑡(1,2) 𝑌𝑎𝑡(1,3) 𝑌𝑎𝑡(1,4)]
 
 
 
 

    (24) 

Aside from the matrices which are mentioned above, to 

decode the received symbols, these following matrices 

are required for the decoding process: 

𝐃𝑎𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(1,1)

∗ 𝑌𝑎𝑡(1,1)
∗ 𝑌𝑎𝑡(1,1)

∗ 𝑌𝑎𝑡(1,1)
∗

𝑌𝑎𝑡(2,2)
∗ 𝑌𝑎𝑡(2,2)

∗ 𝑌𝑎𝑡(2,2)
∗ 𝑌𝑎𝑡(2,2)

∗

𝑌𝑎𝑡(3,3)
∗ 𝑌𝑎𝑡(3,3)

∗ 𝑌𝑎𝑡(3,3)
∗ 𝑌𝑎𝑡(3,3)

∗

𝑌𝑎𝑡(4,4)
∗ 𝑌𝑎𝑡(4,4)

∗ 𝑌𝑎𝑡(4,4)
∗ 𝑌𝑎𝑡(4,4)

∗
]
 
 
 
 

    (25) 

𝐃𝑏𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(2,1)

∗ 𝑌𝑎𝑡(2,1)
∗ 𝑌𝑎𝑡(2,1)

∗ 𝑌𝑎𝑡(2,1)
∗

𝑌𝑎𝑡(1,2)
∗ 𝑌𝑎𝑡(1,2)

∗ 𝑌𝑎𝑡(1,2)
∗ 𝑌𝑎𝑡(1,2)

∗

𝑌𝑎𝑡(4,3)
∗ 𝑌𝑎𝑡(4,3)

∗ 𝑌𝑎𝑡(4,3)
∗ 𝑌𝑎𝑡(4,3)

∗

𝑌𝑎𝑡(3,4)
∗ 𝑌𝑎𝑡(3,4)

∗ 𝑌𝑎𝑡(3,4)
∗ 𝑌𝑎𝑡(3,4)

∗
]
 
 
 
 

    (26) 

𝐃𝑐𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(3,1)

∗ 𝑌𝑎𝑡(3,1)
∗ 𝑌𝑎𝑡(3,1)

∗ 𝑌𝑎𝑡(3,1)
∗

𝑌𝑎𝑡(4,2)
∗ 𝑌𝑎𝑡(4,2)

∗ 𝑌𝑎𝑡(4,2)
∗ 𝑌𝑎𝑡(4,2)

∗

𝑌𝑎𝑡(1,3)
∗ 𝑌𝑎𝑡(1,3)

∗ 𝑌𝑎𝑡(1,3)
∗ 𝑌𝑎𝑡(1,3)

∗

𝑌𝑎𝑡(2,4)
∗ 𝑌𝑎𝑡(2,4)

∗ 𝑌𝑎𝑡(2,4)
∗ 𝑌𝑎𝑡(2,4)

∗
]
 
 
 
 

    (27) 

𝐃𝑑𝑡 =

[
 
 
 
 
𝑌𝑎𝑡(4,1)

∗ 𝑌𝑎𝑡(4,1)
∗ 𝑌𝑎𝑡(4,1)

∗ 𝑌𝑎𝑡(4,1)
∗

𝑌𝑎𝑡(3,2)
∗ 𝑌𝑎𝑡(3,2)

∗ 𝑌𝑎𝑡(3,2)
∗ 𝑌𝑎𝑡(3,2)

∗

𝑌𝑎𝑡(2,3)
∗ 𝑌𝑎𝑡(2,3)

∗ 𝑌𝑎𝑡(2,3)
∗ 𝑌𝑎𝑡(2,3)

∗

𝑌𝑎𝑡(1,4)
∗ 𝑌𝑎𝑡(1,4)

∗ 𝑌𝑎𝑡(1,4)
∗ 𝑌𝑎𝑡(1,4)

∗
]
 
 
 
 

    (28) 

where 𝑌𝑎𝑡(p,q)
∗  is the conjugate of 𝑌𝑎𝑡(𝑝,𝑞).  

Finally, the element-wise decoding can be written as 

follows: 

�̂�𝑡 = 𝐘𝑎𝑡 ∘ 𝐃𝑎𝑡−1 + 𝐘𝑏𝑡 ∘ 𝐃𝑏𝑡−1 + 

𝐘𝑐𝑡 ∘ 𝐃𝑐𝑡−1 + 𝐘𝑑𝑡 ∘ 𝐃𝑑𝑡−1               (29) 

where, �̂�𝑡 is the received form of the matrix 𝑈𝑡 which has 

been affected by channel and noise. In order to 

understanding better our decoding process, matrix �̂�𝑡 can 

be written as the following: 

�̂�𝑡 =

[
 
 
 
 

�̂�𝑡,1 + �̂�𝑡,2 �̂�𝑡,3 + �̂�𝑡,4 �̂�𝑡,1 − �̂�𝑡,2 �̂�𝑡,3 − �̂�𝑡,4
−�̂�𝑡,3

∗ − �̂�𝑡,4
∗ �̂�𝑡,1

∗ + �̂�𝑡,2
∗ �̂�𝑡,4

∗ − �̂�𝑡,3
∗ �̂�𝑡,1

∗ − �̂�𝑡,2
∗

�̂�𝑡,1 − �̂�𝑡,2 �̂�𝑡,3 − �̂�𝑡,4 �̂�𝑡,1 + �̂�𝑡,2 �̂�𝑡,3 + �̂�𝑡,4
�̂�𝑡,4

∗ − �̂�𝑡,3
∗ �̂�𝑡,1

∗ − �̂�𝑡,2
∗ −�̂�𝑡,3

∗ − 𝑟𝑡,4
∗ �̂�𝑡,1

∗ + �̂�𝑡,2
∗ ]

 
 
 
 

  (30) 

where �̂�𝑡,𝑚 represents the received symbol of 𝐬𝑡,𝑚  which 

has been affected by channel and noise. Because matrix 

�̂�𝑡 is a received STFC matrix, which each matrix element 

is received through a different channel coefficient and 

noise, we can take advantages of this diversity in order to 

get more accurate symbols (�̂�𝑡,𝑚) by using these simple 

equations: 

�̂�𝑡,1 = 1/8(�̂�𝑡(1,1) + �̂�𝑡(1,3) + �̂�𝑡(2,2)
∗ + �̂�𝑡(2,4)

∗ + 

�̂�𝑡(3,1) + �̂�𝑡(3,3) + �̂�𝑡(4,2)
∗ + �̂�𝑡(4,4)

∗ )           (31) 

�̂�𝑡,2 = 1/8(�̂�𝑡(1,1) − �̂�𝑡(1,3) + �̂�𝑡(2,2)
∗ − �̂�𝑡(2,4)

∗ + 

�̂�𝑡(3,1) − �̂�𝑡(3,3) + �̂�𝑡(4,2)
∗ − �̂�𝑡(4,4)

∗ )           (32) 

�̂�𝑡,3 = 1/8(�̂�𝑡(1,2) + �̂�𝑡(1,4) − �̂�𝑡(2,1)
∗ − �̂�𝑡(2,3)

∗ + 

�̂�𝑡(3,2) + �̂�𝑡(3,4) − �̂�𝑡(4,1)
∗ − �̂�𝑡(4,3)

∗ )           (33) 

�̂�𝑡,3 = 1/8(�̂�𝑡(1,2) − �̂�𝑡(1,4) − �̂�𝑡(2,1)
∗ + �̂�𝑡(2,3)

∗ − 

�̂�𝑡(3,2) + �̂�𝑡(3,4) + �̂�𝑡(4,1)
∗ − �̂�𝑡(4,3)

∗ )           (34) 

And last, the maximum likelihood decoding to decode 

the transmitted symbols can be written as the following:  

�̂�𝑡,𝑚,𝑘 = arg𝑚𝑖𝑛𝑠𝑡,𝑚,𝑘∈∁
{ (ℜ|�̂�𝑡,𝑚,𝑘 − 𝑠𝑡,𝑚,𝑘|)

2 

+(ℑ|�̂�𝑡,𝑚,𝑘 − 𝑠𝑡,𝑚,𝑘|)
2}    (35) 

IV. COMPLEXITY ANALYSIS 

A. OSTBC vs. Proposed QO-STBC 

We can see the comparison of complexity between 

OSTBC [3] and QO-STBC in two different points of 

view. First, if we see it as a single matrix, then obviously 

the complexity of the proposed QO-STBC is higher than 

OSTBC because in our proposed QO-STBC we have to 

do extra additions or subtractions process. However, if 

we see it as a part differential modulation system the 

complexity of our proposed system which uses QO-

STBC is lower than if we use OSTBC. The reason is if 

we use OSTBC we can only put 3𝑁𝑠𝑢𝑏𝑐 symbols in one 

STFC Matrix, while if QO-STBC is used, we can put 

4𝑁𝑠𝑢𝑏𝑐  symbols in one STFC Matrix. This condition 
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makes differential modulation using QO-STBC has fewer 

STFC Matrix than if we use OSTBC, and because of this, 

the number of multiplications which has to be done by 

the proposed system also fewer than if we use OSTBC. 

Because multiplication process is more computationally 

demanding than addition and subtraction, the 

computational time of QO-STBC will be shorter than 

OSTBC.  

B. Unitary Model vs. Element-Wise Model 

To compare the complexity between Unitary 

differential modulation and our proposed Element-Wise 

differential modulation, we compare the number of 

multiplications which has to be done by both systems. 

unitary differential modulation model for multicarrier 

transmission which uses a unitary matrix with 

diagonalization process as shown in (6) has (4𝑁𝑠𝑢𝑏𝑐)
3 

multiplications for one single differential symbol 

calculation, while our proposed system only has 64𝑁𝑠𝑢𝑏𝑐 

multiplications. The number of multiplications which has 

to be done if we use unitary differential modulation will 

increase exponentially in accordance with the number of 

subcarriers, while the complexity of our proposed system 

will increase arithmetically. Therefore, compared to the 

unitary model, our proposed scheme has a great 

improvement in term of computational complexity. 

V. EXPERIMENTAL RESULTS 

In the experimental process, we compare our proposed 

system with UDSTFM for 2×2 MIMO which is proposed 

in [1], [2] and differential modulation using OSTBC. The 

parameters of our simulation are shown in Table I. 

TABLE I. SIMULATION PARAMETERS 

Parameters Value 

Subcarrier 256 

Subcarrier Spacing 15 kHz 

Cyclic Prefix 25% 

Convolutional Encoder's rate 1/2 

Convolutional Decoder Viterbi (hard) 

Modulation OFDM 

Channel Model Rayleigh fading channel 

Carrier 2.6 MHz 

Vehicle Speed 100 km/h 

Simulation Technique Monte Carlo 

Communication Direction Downlink 

 
Fig. 2. Comparison between differential modulation using Alamouti, 

OSTBC and QO-STBC using BPSK  

 
Fig. 3. Comparison between differential modulation using Alamouti, 

OSTBC and QO-STBC using QPSK 

From Fig. 2 and Fig. 3, we can conclude that our 

proposed differential modulation using QO-STBC almost 

matches the performance of differential modulation using 

OSTBC. The difference of our proposed system and the 

differential modulation using OSTBC system is around 1 

dB, which means that our proposed system needs 1 dB 

more power in order to achieve similar Bit Error Rate 

(BER) with differential modulation using OSTBC system. 

VI. CONCLUSION 

In this paper we propose a low complexity differential 

modulation for 4×4 MIMO OFDM system. In order to 

improve the spectral efficiency, we use a modified QO-

STBC to become an STFC Matrix rather than OSTBC. 

The proposed QO-STBC is suitable only if PSK 

modulation is used in the transceiver system. The low 

complexity differential modulation concept is achieved 

by using element-wise multiplication concept rather than 

using unitary differential modulation concept. The 

experimental results confirm our proposed system could 

match the performance of differential modulation using 

OSTBC, while in the same time our proposed system 

gives better spectral efficiency and also lower 

computational complexity. 
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