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AS CMOS technology scales down to nano scale and memories are combined with an increasing
number of electronic systems, the soft error rate in memory cells is rapidly increasing, especially
when memories operate in space environments due to ionizing effects of atmospheric neutron,
alpha-particle, and cosmic rays. Although single bit upset is a major concern about memory
reliability, Multiple Cell Upsets (MCUs) have become a serious reliability concern in some memory
applications. In order to make memory cells as fault-tolerant as possible, some Error Correction
Codes (ECCs) have been widely used to protect memories against soft errors for years. For
example, the Bose Chaudhuri Hocquenghem codes, Reed-Solomon codes, and Punctured
Difference Set (PDS) codes have been used to deal with MCUs in memories. But these codes
require more area, power, and delay overheads since the encoding and decoding circuits are
more complex in these complicated codes. In this project due to introduction of parallel corrector
block to enhance the performance of the corrector with less power consumption is proposed.
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INTRODUCTION
Electronic space provided by silicon chips
(semiconductor memory chips) or magnetic/
optical media as temporary or permanent
storage for data and/or instructions to control
a computer or execute one or more programs.
Two main types of computer memory are: (1)
Read only memory (ROM), smaller part of a
computer’s silicon (solid state) memory that

ISSN 2319 – 2518 www.ijeetc.com
Vol. 4, No. 4, October 2015

© 2015 IJEETC. All Rights Reserved

Int. J. Elec&Electr.Eng&Telecoms. 2015

1 M.Tech Student, Department of ECE, Chirala Engineering College, Chirala, Andhra Pradesh 523157, India.
2 Associate Professor, Department of ECE, Chirala Engineering College, Chirala, Andhra Pradesh 523157, India.

is fixed in size and permanently stores
manufacturer’s instructions to run the computer
when it is switched on. (2) Random access
memory (RAM), larger part of a computer’s
memory comprising of hard disk, CD, DVD,
floppies, etc. (together called secondary
storage) and employed in running programs
and in archiving of data. Memory chips provide
access to stored data or instructions that is

Research Paper



23

Int. J. Elec&Electr.Eng&Telecoms. 2015 K Sarala and N Suresh Babu, 2015

hundreds of times faster than that provided by
secondary storage.

Error detection and correction or error
control is techniques that enable reliable
delivery of digital data over unreliable
communication channels (or storage medium.
Error detection is the detection of errors
caused by noise or other impairments during
transmission from the transmitter to the
receiver. Error correction is the detection of
errors and reconstruction of the original, error-
free data. The goal of error control coding is
to encode information in such a way that even
if the channel (or storage medium) introduces
errors, the receiver can correct the errors and
recover the original transmitted information.

ECC stands for “Error Correction Codes”
[1] and is a method used to detect and correct
errors introduced during storage or
transmission of data. Certain kinds of RAM
chips inside a computer implement this
technique to correct data errors and are known
as ECC Memory. ECC Memory chips are
predominantly used in servers rather than in
client computers. Memory errors are
proportional to the amount of RAM in a
computer as well as the duration of operation.
Since servers typically contain several
Gigabytes of RAM and are in operation 24
hours a day, the likelihood of errors cropping
up in their memory chips is comparatively high
and hence they require ECC Memory.

Memory errors that are not corrected
immediately can eventually crash a computer.
This again has more relevance to a server than
a client computer in an office or home
environment. When a client crashes, it normally
does not affect other computers even when it

is connected to a network, but when a server
crashes it brings the entire network down with
it. Hence ECC memory is mandatory for
servers but optional for clients unless they are
used for mission critical applications. An Error-
Correcting Code (ECC) [15] or Forward Error
Correction (FEC) code is a system of adding
redundant data, or parity data, to a message,
such that it can be recovered by a receiver
even when a number of errors (up to the
capability of the code being used) were
introduced, either during the process of
transmission, or on storage. Since the receiver
does not have to ask the sender for
retransmission of the data, a back-channel is
not required in forward error correction, and it
is therefore suitable for simplex
communication such as broadcasting. Error-
correcting codes are frequently used in lower-
layer communication, as well as for reliable
storage in media such as CDs, DVDs, hard
disks, and RAM.

ERROR-CORRECTING CODES
Particularly, we identify a class of Error-
Correcting Codes (ECCs) that guarantees the
existence of a simple fault-tolerant detector
design. This class satisfies a new, restricted
definition for ECCs which guarantees that the
ECC codeword has an appropriate
redundancy structure such that it can detect
multiple errors occurring in both the stored
codeword in memory and the surrounding
circuitries. We call this type of error-correcting
codes, are Fault-Secure Detector capable
ECCs (FSD-ECC). The parity-check Matrix of
an FSD-ECC has a particular structure that
the decoder circuit, generated from the parity-
check Matrix, is Fault-Secure.
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Let ),........,,( 1210  kiiiii  be the k-bit
information vector that will be encoded into an
n-bit codeword, ),.........,( 110  ncccc . For
linear codes, the encoding operation
essentially performs the following vector-matrix
multiplication:

Gic . …(1)

where G is a nk   generator matrix? The
validity of a received encoded vector can be
checked with the Parity-Check matrix, which
is a nkn  )(  binary matrix named H. The
checking or detecting operation is basically
summarized as the following vector-matrix
multiplication:

THcs . …(2)

The )( kn  -bit vector s is called the
syndrome vector. A syndrome vector is zero if
c is a valid codeword, and nonzero if c is an
erroneous codeword. Each code is uniquely
specified by its generator matrix or parity-
check matrix. A code is a systematic code if
every codeword consists of the original k-bit
information vector followed by kn   parity bits.
With this definition, the generator matrix of a
systematic code must have the following
structure:

 XIG : …(3)

where I is a kk   identity matrix and X is a
)( knk   matrix that generates the parity-

bits. The advantage of using systematic codes
is that there is no need for a decoder circuit to
extract the information bits. The information bits
are simply available in the first k bits of any
encoded vector. A code is said to be a cyclic
code if for any codeword c, all the cyclic shifts
of the codeword are still valid code words. A
code is cyclic if the rows of its parity-check

matrix and generator matrix are the cyclic shifts
of their first rows.

The minimum distance of an ECC, d, is the
minimum number of code bits that are
different between any two code words. The
maximum number of errors that an ECC can
detect is 1d , and the maximum number that
it corrects is 2/d . Any ECC is represented
with a triple ),,( dkn , representing code length,
information bit length, and minimum distance,
respectively.

IMPLEMENTATION OF
FAULT-TOLERENT MEMORY
SYSTEM
We outline our memory system design that can
tolerate errors in any part of the system,
including the storage unit and encoder and
corrector circuits using the fault-secure
detector. For a particular ECC used for
memory protection, let E be the maximum
number of error bits that the code can correct
and D be the maximum number of error bits
that it can detect, and in one error combination
that strikes the system, let ee , me , and ce  be
the number of errors in encoder, a memory
word, and corrector, and let dee  and dce  be the
number of errors in the two separate detectors
monitoring the encoder and corrector units. In
conventional designs, the system would
guarantee error correction as long as Eem 
and 0 ce ee . In contrast, here we guarantee
that the system can correct any error
combination as long as Eem  , Dee dcc  ,
and Deee dccm  . This design is feasible
when the following two fundamental properties
are satisfied:

1. Any single error in the encoder or corrector
circuitry can at most corrupt a single
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codeword bit (i.e., no single error can
propagate to multiple codeword bits);

2. There is a fault secure detector that can
detect any combination of errors in the
received codeword along with errors in the
detector circuit. This fault-secure detector
can verify the correctness of the encoder
and corrector operation.

The first property is easily satisfied by
preventing logic sharing between the circuits
producing each codeword bit or information
bit in the encoder and the corrector
respectively. We define the requirements for
a code to satisfy the second property.

An overview of our proposed reliable
memory system is shown in Figure 1 and is
described in the following. The information bits
are fed into the encoder to encode the
information vector, and the fault secure detector
of the encoder verifies the validity of the
encoded vector. If the detector detects any
error, the encoding operation must be redone
to generate the correct codeword. The
codeword is then stored in the memory. During

memory access operation, the stored code
words will be accessed from the memory unit.
Code words are susceptible to transient faults
while they are stored in the memory; therefore
a corrector unit is designed to correct potential
errors in the retrieved code words. In our design
(see Figure 1) all the memory words pass
through the corrector and any potential error
in the memory words will be corrected. Similar
to the encoder unit, a fault-secure detector
monitors the operation of the corrector unit. All
the units shown in Figure 1 are implemented
in fault-prone the only component which must
be implemented in reliable circuitry are two OR
gates that accumulate the syndrome bits for
the detectors shown in Figure 4.

Encoder
An -bit codeword c, which encodes a k-bit
information vector i is generated by multiplying
the k-bit information vector with a nk   bit
generator matrix G; i.e., Gic . . EG-LDPC
codes are not systematic and the information
bits must be decoded from the encoded
vector, which is not desirable for our fault-

Encoder

Detector

(Encoder)

Information
vector

Codeword

Corrected codeword

After scrubbing

Parallel
pipelined
corrector
corrector

Detector

(corrector)

Information
vector

Figure 1: Fault-Tolerant Memory Architecture, with Pipelined Corrector
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tolerant approach due to the further
complication and delay that it adds to the
operation. However, these codes are cyclic
codes [1]. We used the procedure presented
in [1] and [4] to convert the cyclic generator
matrices to systematic generator matrices for
all the EG-LDPC codes under consideration.

Figure 2 shows the systematic generator
matrix to generate (15, 7, 5) EG-LDPC code.
The encoded vector consists of information
bits followed by parity bits, where each parity
bit is simply an inner product of information
vector and a column of X, from  XIG : .
Figure 3 shows the encoder circuit to compute
the parity bits of the (15, 7, 5) EG-LDPC code.
In this f igure ),........,,( 6210 iiiii   is the
information vector and will be copied to

),........( 60 cc  bits of the encoded vector, c, and
the rest of encoded vector, the parity bits, are
linear sums (XOR) of the information bits. If
the building block is two-inputs gates then the
encoder circuitry takes 22 two-input XOR
gates. The area of the encoder circuits for each
EG-LDPC codes under consideration based
on their generator matrices. Once the XOR
functions are known, the encoder structure is

very similar to the detector structure shown in
Figure 3.

0i  to 6i  are 7-bit information vector. Each of
the XOR gates generates one parity bit of the
encoded vector. The codeword consists of
seven information bits followed by eight parity
bits.

Fault Secure Detector
The core of the detector operation is to
generate the syndrome vector, which is
basically implementing the following vector-

Figure 2: Generator Matrix for the (15, 7,
5) EG-LDPC in Systematic Format

1   0   0   0    0   0   0   1   0   0   1   1   1   0   1

0   1   0   0    0   0   0   1   1   0   0   1   1   1   0

0   0   1  0    0   0   0   0   1   1   1   0   0   0   1

0   0   0   1    0   0   0   1   0   1   1   1   0   0   0

0   0   0   0    1   0   0   0   1   0   1   1   1   0   0

0   0   0   0    0   1   0   0   0   1   0   1   1   1   0

0   0   0   0    0   0   1   0   0   0   1   0   1   1   1

Figure 3: Structure of an Encoder Circuit for the (15, 7, 5) EG-LDPC Code

0i 1i 2i 3i 4i 5i

6i

C0  C1   C2   C3   C4   C5  C6      C7   C8              C9                C10               C11            C12

C13          C14
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matrix multiplication on the received encoded
vector c and parity-check matrix H:

THcs . ...(4).

Therefore each bit of the syndrome vector
is the product of c with one row of the parity-
check matrix. This product is a linear binary
sum over digits of c where the corresponding
digit in the matrix row is 1. This binary sum is
implemented with an XOR gate. Figure 4
shows the detector circuit for the (15, 7, 5) EG-
LDPC code. Since the row weight of the parity-
check matrix is  , to generate one digit of the
syndrome vector we need a  -input XOR gate,
or )1(   2-input XOR gates. For the whole
detector, it takes )1( n  2-input XOR gates.
Note that implementing each syndrome bit with
a separate XOR gate satisfies the assumption
of Theorem I of no logic sharing in detector
circuit implementation. An error is detected if
any of the syndrome bits has a nonzero value.
The final error detection signal is implemented

by an OR function of all the syndrome bits. The
output of this-input OR gate is the error detector
signal.

Corrector
One-step majority-logic correction is a fast and
relatively compact error-correcting technique
[1]. There is a limited class of ECCs that are
one-step-majority correctable which include
type-I two-dimensional EG-LDPC. In this
section, we present a brief review of this
correcting technique. Then we show the one-
step majority-logic corrector for EG-LDPC
codes.

Figure 4: Fault-Secure Detector
for (15, 7, 5) EG-LDPC Code

c0 c8 c12 c14
c j cj+8 cj+12 cj+14 c14 c7  c11 c13

     Error Detector

Figure 5: Serial One-Step Majority Logic
Corrector Structure to Correct Last Bit

(bit14th) of 15-bit (15, 7, 5) EG-LDPC Code

C0     C1      C2    C3     C4    C5      C6        C7    C8       C9      C10     C11     C12

C13    C14

Majority gate

C0   C8 C12 C14 C3    C5     C6 C14C1    C2   C10 C14 C6   C11   C13 C14

 m





Parallel Corrector
For high error rates [e.g., when tolerating
permanent defects in memory words as well,
the corrector is used more frequently and its
latency can impact the system performance.
Therefore we can implement a parallel one-
step majority corrector which is essentially n
copies of the single one-step majority-logic
corrector. Figure 1 shows a system integration
using the parallel corrector. All the memory
words are pipelined through the parallel
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corrector. This way the corrected memory
words are generated every cycle. The detector
in the parallel case monitors the operation of
the corrector, if the output of the corrector is
erroneous; the detector signals the corrector
to repeat the operation. Note that faults
detected in a nominally corrected memory word
arise solely from faults in the detector and
corrector circuitry and not from faults in the
memory word. Since detector and corrector
circuitry are relatively small compared to the
memory system, the failure rate of these units
is relatively low.

RESULTS
RTL Schematic
The RTL SCHEMATIC gives the information
about the user view of the design.The internal
blocks contains the basic gate representaion
of the logic. These basic gate realization is
purely depend upon the corresponding FPGA
selection and the internal database
information.

clock signal is generated for the positive edge.
Initially the CEN, OEN, WEN signals should
be force to logic 1 and after one clock cycle
made it to logic 0 for performing the
corresponding functional operation. To obtain
the required outputs force the inputs logic with
the required values. The out2 is following the
input i sequence which has to be done in the
project to realize the ECC action.

CONCLUSION
The Enhanced Memory Reliability against
Multiple Cell Upsets concept is realized. The
ECC is implemented by introducing the parallel
corrector block to enhance the performance
of the corrector with less power consumption.
The proposed design consumes 2.709 mw

Figure 6: RTL Schematic

In the waveform which is shown above, clk
signal represents clock represents the input
which we are applying to the design. Similarly
out2 is the output signal for the design. Here

Figure 7: Internal View of RTL Schematic

Figure 8: Simulation Waveform
of the Top Module
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power which is less when compare to the
existed design which consumes 10.8 mw. The
functionality is verified through XILINX ISE
Simulator and synthesized using XILINX XST.
The RTL is developed based on the VERILOG
HDL language.
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