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Abstract—Non-Orthogonal Multiple Access (NOMA) technology is considered a strong candidate for 5G systems. The essence of this technique is to ensure that the near user can detect and subtract the far user’s signal to get its signal for the detection. In addition, the system still provides enough signal strength for the far user. The article is interested in a 5G system that combines the primary and secondary networks, using an intermediate relay to support signals for the far secondary user. Several techniques involve inducing the transmit beamforming at the relay to produce the best signal at the far secondary user. Still, at the same time, it can generate the lowest interference to the primary; near secondary users and minimize its noise. These methods have some disadvantages, such as the complex optimal transmit beamforming algorithms or still not guaranteeing the smallest outage probability for the near and far users. The method proposed in this paper focuses on providing a book of beams combined with a hierarchical search algorithm to search for the productive beam faster, without complexity, and at the same time can minimize the outage probability thanks to the beamwidth that can be adjustable.

Index Terms—NOMA, beamforming, relay, multiple antenna, outage probability

I. INTRODUCTION

Non-Orthogonal Multiple Access (NOMA) is a strong candidate for a 5G cognitive system due to its ability to improve spectrum efficiency [1, 2]. Its working principle is dividing power according to the user's distance, where the far users are allocated higher power, decoded without Successive Interference Cancellation (SIC). In contrast, the users are closer to being assigned the lower power. However, it does use the SIC to subtract the far users’ signals that have been previously decoded, resulting in significantly improved interference reduction [2–4]. It is worth noting that they all use the same total frequency band with sharing the variable transmit power of the secondary transmitter, which leads to improved performance compared to Orthogonal Multiple Access (OMA), which uses frequency separation for different users. In addition, it also provides high throughput, high power efficiency, and low latency [5, 6]. Moreover, the NOMA enhances spectrum utilization, spectral efficiency, and massive connectivity and has better fairness [7, 8]. It also supports the increased number of Secondary Users (SUs) and their speeds [9].

In addition to the advantages of increased efficiency using spectrum for users, the aspects are of interest to NOMA to work efficiently. They consist of the power distribution at the Secondary Transmitter (ST) [10], maximization of the minimum lifetime of the SUs [11] or their minimum speeds thresholds [4], as well as the outage probability and the throughput for the SUs [12]. Maximizing the near user's throughput while the only threshold needed for the arrival signal strength at the far user is also considered [7]. The QoS parameters at the Primary User (PU) are the constraint addressed for the SU to operate in the underlay mode when sharing the same spectrum with the primary network [13].

Besides the above-considered aspects, some papers were also interested in a Relay (R). Firstly, they also clarify the role of the mobile as the R as it usually has a better channel that will use the SIC to decode the far mobile signals, then remove them from their received signal [5, 9, 14–16]. The far user signals are decoded at the relay mobile and forwarded to the corresponding mobiles, increasing the system’s performance [9]. Similarly, the role of the relay mobile is also evident in [8], where it is described as an amplify-and-forward element. It enhances the signal transmitted from the Secondary Transmitter (ST) to the SUs. It increases the Signal to Interference and Noise Ratio (SINR) for the SUs, makes the SIC process more convenient at the R when using the NOMA technique, and reduces the interference from the ST and the R to the Primary Users (PUs) due to the low transmitting power to the SUs. In addition, the coverage of the ST through the R to the SUs is also broader. This technique is also called cooperation [17]. Secondly, they also consider using a dedicated relay, not mobile [6, 17–20] or one of a group of relays [3, 21, 22] for transmitting a signal to the mobiles. The signal can be from a Primary Transmitter (PT) such as [6, 19] or two primary and secondary transmitters such as [7, 21], and [23]. Therefore, we can see the importance of the R in the NOMA.

In the case of the dedicated relay, beamforming should be considered when it improves the network performance. It is interesting in the CVX shown in the paper [7, 12]. The CVX method is a MATLAB-based model system for convex optimization. The CVX is used to maximize the SU1’s speed (objective) while making the SU2’s speed exceed the threshold and interference of the ST and the
relay to the PU not to exceed the threshold (constraints). However, this complex algorithm requires extensive time to find the productive beam vector. Some articles are also interested in using interference suppression or the maximum gain beamforming techniques for the far users. Here, they consider using the Zero-Forcing Beam Forming (ZFBF). This method is a spatial signal processing method where a multi-antenna relay can give the null direction of the beam to other undesired users in the NOMA system, specifically introduced in articles [1], [24–26]. Articles [1] and [24] favor the use of the ZFBF at the R, and it also can artificially interfere with the eavesdroppers while enhancing the signal to the desired SU. Although [25] and [26] mention beamforming but do not state the R, they mainly focus on the transmitting beamforming of the Base Station (BS), the receiving beamforming of the PU (cell center), and the SU (cell edge). The primary purpose of these articles is to create the interference alignment matrix and find the received beamforming of the SUs against the intercell interference. The second step is to find the received beamforming of the PU so that they can cancel the interference of the BS station, which is transmitting to other PUs. Finally, the transmit beamforming at the BS to each user group is orthogonal to the channel matrices to the remaining groups and the interference alignment matrix caused by the intercell interference. This complicated job requires a lot of channel information between the BS, the PUs, and the SUs. In [27], the articles uses only one of multiple antennas for the BS, the far PU, and the near SU, not utilizing the beamforming and the R to achieve maximum speed at SU while ensuring a threshold for the received SINR at the PU together with the SINR at the SU to detect the PU signal. Using only one antenna wastes other antennas, and broadcasting the far PUs is challenging to extend without the R. Therefore, another solution is using the narrow beams, as shown in the proposed beams book. Finding the desired narrow beam can be found through the hierarchical search. This is the best search method that avoids affecting nearby users.

The problem is that the conventional methods for the relay usually choose the maximum beamforming TZF, avoid interference of other groups when broadcasting to distant users, or choose one of many beam candidates to make the largest signal-to-interference power ratio implemented. However, these methods all show that they still need to be interested in the beam width adjustment. This width change can make the relay reach distant secondary users while preventing interference with other users. The author has proposed a hierarchical beam method with layered beam width that can be changed according to the users’ location.

II. SYSTEM MODEL

According to [7], we have a system model in which it is assumed that the relay has a transmit beamforming vector and a received beamforming vector, as illustrated in Fig. 1. The ST and the R cause interference to the PU using the shared bandwidth. In the case of an underlay, the ST and the R transmit signal on this band to the SU. Thus they are also causing the interference above. To ensure good performance of the PU, the system designer usually sets a threshold level for the total noise from the ST and the R.

The received signal at the SU1 is [7]:

$$y_{SU1}[n] = h_{ST,SU1}^H s_{ST}[n] + \sqrt{P_TR} h_{R,SU1}^H w_{TR} x_{ST,SU2}[n-\tau] + n_{SU1}[n]$$

(1)

where $h_{ST,SU1}$ is the fading from the ST to the SU1; $s_{ST}[n]$ is the signal from the ST; $P_T$ is the power from the relay R. $h_{R,SU1}$ is the fading channel vector from the relay R to the SU1; $w_{TR}$ is the relay’s transmit beamforming. $x_{ST,SU2}[n-\tau]$ is the information from the ST to the SU2. $n_{SU1}[n]$ is the Additive Gaussian White Noise (AGWN) signal at the SU1. $s_{ST}[n]$ is described as

$$s_{ST}[n] = \sqrt{P_S} a_s x_{ST,SU1}[n] + \sqrt{P_R} a_s x_{ST,SU2}[n]$$

(2)

where $P_S$ is the transmit power from the ST; $a_s$ and $a_r$ are the transmit power allocation coefficients from the ST; $x_{ST,SU2}[n]$ is the information from the ST to the SU2.

$$y_{R}[n] = h_{R,ST}^H s_{ST}[n] + \sqrt{P_T} h_{R,ST}^H w_{PT} x_{ST}[n] + \sqrt{P_T} h_{R,ST}^H w_{PT} x_{ST}[n-\tau] + \sqrt{P_T} h_{R,ST}^H w_{PT} n_{ST}[n]$$

(5)

Fig. 1. Channel model.

The SINR of the SU2 at the SU1 is [7]:

$$\text{SNR}_{SU2\rightarrow SU1} = \frac{P_S a_s |h_{ST,SU1}|^2}{P_T a_r |h_{ST,SU1}|^2 + \sigma_n^2}.$$  

(3)

And the SINR of the SU1 [2] is [7]:

$$\text{SNR}_{SU1} = \frac{P_S a_s |h_{ST,SU1}|^2}{P_T h_{R,ST}^H w_{TR}^2 + \sigma_n^2}$$

(4)

where $\sigma_n^2$ is the AWGN noise power.

The received signal at the relay R is [7]:

$$y_{R}[n] = w_{R}^H h_{R,ST} x_{ST}[n] + \sqrt{P_T} w_{R}^H h_{R,ST} w_{PT} x_{ST}[n-\tau] + \sqrt{P_T} w_{R}^H h_{R,ST} n_{ST}[n] + \sqrt{P_T} w_{R}^H h_{R,ST} n_{ST}[n]$$
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where $\mathbf{w}_{r,r}$ is the relay’s receive beamforming; $\mathbf{h}_{\text{ST},r}$ is the channel vector from the ST to the R. $\mathbf{H}_{r,r}$ is the interference matrix of the relay itself; $\mathbf{x}_{\text{ST},\text{SU2}}[n] - \mathbf{r}$ is the signal from the ST to the SU2. $P_T$ is the transmit power from the PT; $\mathbf{h}_{p_T,r}$ is the channel vector from the PT to the relay; $\mathbf{x}_{p_T}[n]$ is the information from the PT; $n_{\text{SU2}}[n]$ is the AGWN signal at the relay R.

$$\text{SNR}_R = \frac{P_T a_T |\mathbf{h}_{\text{ST},r}^H \mathbf{h}_{r,r}|^2}{P_S a_S |\mathbf{h}_{\text{ST},r}^H \mathbf{h}_{\text{ST},r}|^2 + P_T |\mathbf{w}_{r,r}^H \mathbf{h}_{r,r} \mathbf{w}_{\text{TR}}|^2 + P_T |\mathbf{w}_{p_T,r}^H \mathbf{h}_{p_T,r}|^2 + \sigma_n^2 |\mathbf{w}_{r,r}^H|^2}$$

(6)

Therefore, the SINR at the relay is given in Eq. (6). The received signal at the SU2 is [7]:

$$\mathbf{y}_{\text{SU2}} = \sqrt{P_T} \mathbf{h}_{\text{R,SU2}} \mathbf{w}_{\text{TR}} \mathbf{x}_{\text{ST,SU2}}[n - \mathbf{r}] + n_{\text{SU2}}[n]$$

(7)

where $\mathbf{h}_{\text{R,SU2}}$ is the channel vector from the relay R to the SU2; $n_{\text{SU2}}[n]$ is the AGWN signal at the SU2.

The SINR at the SU2 is [7]:

$$\text{SNR}_{\text{SU2}} = \frac{P_T |\mathbf{h}_{\text{R,SU2}} \mathbf{w}_{\text{TR}}|^2}{\sigma_n^2}$$

(8)

The transmit powers of the ST and the relay R become

$$P_S = P_T > 0$$

(14)

From Eq. (10), the relationship between relay’s transmit beamforming $\mathbf{w}_{\text{TR}}$ and the coefficient $q_1$, that is concerned with the threshold $\tilde{r}$, is stated as [7]:

$$P_T a_T |\mathbf{h}_{\text{ST},r}^H \mathbf{w}_{\text{TR}}|^2 \leq \frac{P_T a_T |\mathbf{h}_{\text{ST},r}^H|^2}{\tilde{r} - P_T a_T |\mathbf{h}_{\text{ST},r}^H|^2 + \sigma_n^2} = q_1$$

(15)

Similarly, (11) is equivalent to

$$P_T a_T |\mathbf{w}_{r,r}^H \mathbf{h}_{\text{ST},r}^H \mathbf{w}_{r,r}|^2 \geq \tilde{r}$$

(16)

$$A = P_S a_S |\mathbf{h}_{\text{ST},r}|^2 + P_T |\mathbf{h}_{\text{R,r}} \mathbf{w}_{\text{TR}}|^2 + P_T |\mathbf{w}_{p_T,r}^H \mathbf{h}_{p_T,r}|^2 + \sigma_n^2 |\mathbf{w}_{r,r}^H|^2 + B$$

$$A = P_S |\mathbf{h}_{\text{ST},r}^H \mathbf{w}_{\text{TR}}|^2 + B$$

(17)

with the optimum beamforming vector:

$$\mathbf{w}_{r,r} = \frac{A^T \mathbf{h}_{\text{ST},r}}{|A^T \mathbf{h}_{\text{ST},r}|}$$

(18)

Therefore,

$$\mathbf{h}_{\text{ST},r}^H (P_T \mathbf{h}_{\text{R,r}} \mathbf{w}_{\text{TR}} + \mathbf{B})^H \mathbf{h}_{\text{ST},r} = \mathbf{h}_{\text{ST},r}^H \mathbf{B}^H \mathbf{h}_{\text{ST},r} - \frac{(P_T \mathbf{h}_{\text{R,r}} \mathbf{w}_{\text{TR}} + \mathbf{B})^H \mathbf{h}_{\text{ST},r}}{1 + P_T \mathbf{w}_{\text{TR}}^H \mathbf{H}_{\text{R,r}} \mathbf{B}^H \mathbf{H}_{\text{R,r}} \mathbf{w}_{\text{TR}}} \geq \tilde{r}$$

(19)

Based on (12), we have
\[ P_s \left| h_{s,u_2}^T w_{TR} \right|^2 \geq \bar{\sigma}_{n}^2 = q_s \] (20)

Consider the interference from the ST and the SU to the PU (the total interference threshold \( I_{th} \)) [7]:

\[ P_s \left| h_{s,u_2}^T w_{TR} \right|^2 + P_s \left| h_{s,u_2}^T w_{TR} \right|^2 \leq I_{th} \] (21)

\[ P_s \left| h_{s,u_2}^T w_{TR} \right|^2 \leq I_{th} - P_s \left| h_{s,u_2}^T w_{TR} \right|^2 = q_s \] (22)

Supposing \( P_s \) is a constant, what we need to do is choose \( w_{TR}^* \) for Eq. (9) to maximize the max rate for the SU1. This means we need to make the minimum denominator \( P_s \left| h_{s,u_2}^T w_{TR} \right|^2 + \sigma_n^2 \) in Eq. (9). Typically, \( \sigma_n^2 \) is assumed to be predetermined, so the remaining part of the denominator can be described as

\[ \min_{w_{TR}} \bar{w}_{TR}^H h_{s,u_2}^T h_{s,u_2}^T \bar{w}_{TR} \] (23)

where \( \bar{w}_{TR} = \sqrt{P_s} w_{TR} \).

Similarly, from Eq. (15) we have [7]:

\[ \bar{w}_{TR}^H h_{s,u_2}^T h_{s,u_2}^T \bar{w}_{TR} \leq q_1 \] (24)

Eq. (19) is equivalent to

\[ h_{s,u_2}^T B^{-1} H_{R,R}^T w_{TR}^2 + h_{s,u_2}^T B^{-1} H_{R,R}^T \left( w_{TR} + \bar{w}_{TR} \right) \leq q_1 \left( 1 + \bar{w}_{TR}^H \bar{h}_{s,u_2}^T B^{-1} \bar{h}_{s,u_2}^T \bar{w}_{TR} \right) \] (25)

And Eq. (20) can be turned as [7]:

\[ \bar{w}_{TR}^H h_{s,u_2}^T h_{s,u_2}^T \bar{w}_{TR} \geq q_1 \] (26)

Eq. (22) can be analyzed further [7]:

\[ \bar{w}_{TR}^H h_{s,u_2}^T h_{s,u_2}^T \bar{w}_{TR} \leq q_1 \] (27)

Let us move on to the problem using the trace operator [7]:

\[ \min_{w_{TR}} \tr \bar{w}_{TR}^H h_{s,u_2}^T h_{s,u_2}^T \bar{w}_{TR} \] (28)

where \( \bar{w}_{TR} = w_{TR} \bar{w}_{TR}^H \).

Using the trace operator to other Eqs. (24)-(27), Eqs. (29)-(32) become correspondingly:

\[ \tr \left( \bar{w}_{TR}^H h_{s,u_2}^T h_{s,u_2}^T \right) \leq q_1 \] (29)

\[ \tr \left( \bar{w}_{TR}^H h_{s,u_2}^T B^{-1} h_{s,u_2}^T \bar{w}_{TR} \right) \leq q_1 \left( 1 + \tr \left( \bar{w}_{TR}^H h_{s,u_2}^T B^{-1} h_{s,u_2}^T \bar{w}_{TR} \right) \right) \] (30)

\[ \tr \left( \bar{w}_{TR}^H h_{s,u_2}^T h_{s,u_2}^T \right) \geq q_1 \] (31)

\[ \tr \left( \bar{w}_{TR}^H h_{s,u_2}^T \bar{w}_{TR} \right) \leq q_1 \] (32)

III. OUTAGE PROBABILITY

User SU1: Regarding the problem related to the outage probability, we are interested in the SU1 when there are two cases [7].

Case 1 - \( O_{su} \) when the SU1 cannot detect the signal of the user SU2, it cannot perform the next step of decoding.

Case 2 - \( O_{su} \) then the SU1 has detected \( x_s \) as the user SU2’s signal but failed to decode its signal \( x_s \).

Applying [7], they use two quantities, \( \theta_1 \) and \( \theta_2 \), the signal-to-noise ratio of the SU1 and the SU2, respectively. If the speeds of the SU1 and the SU2 are \( R_1 \) and \( R_2 \), then we have:

\[ \theta_1 = 2^x - 1 \quad \text{and} \quad \theta_2 = 2^x - 1 \] (33)

Assuming the ST’s power allocation for the SU1, the SU2 with the ratio \( b_1 \) and \( b_1 \), we give two parameters:

\[ Y_1 = \frac{h_{s,u_2}^T w_{TR}}{h_{s,u_2}^T w_{TR}} \quad \text{and} \quad Y_2 = \frac{h_{s,u_2}^T w_{TR}}{h_{s,u_2}^T w_{TR}} \] (34)

\( O_{su} \): the SINR of the SU2 detected by the SU1 is below [7]:

\[ \frac{b_2 Y_2}{b_2 Y_2 + b_1 + b_2} \geq \theta_2 \] (35)

\( O_{su} \): the SINR of the SU1 after omitting the SU2 signal is [7]:

\[ \frac{b_2 Y_2}{b_2 Y_2 + b_1 + b_2} \geq \theta_1 \] (36)

The outage probability at the SU1 is

\[ P_{out,SU1} = P \left( Y_1 \leq \varphi \left( b_2 Y_2 + b_1 \right) \right) \] (37)

where \( \varphi = \theta_1 / b_1 \) or \( \theta_2 / (b_2 \theta_2) \).

Choosing \( \varphi = \max \left( \theta_1 / b_1, \theta_2 / (b_2 \theta_2) \right) \). Here \( \theta_2 = \text{SNR}_{SU2} \) from Eq. (4); \( \theta_1 = \text{SNR}_{SU2,asSU1} \) from Eq. (3).

There are two cases: \( \theta_2 > b_1 / b_1 \) when \( P_{out,SU1} = 1 \);

\[ 0 < \theta_2 < b_1 / b_1 \] when \( P_{out,SU1} = \int_0^{\varphi} F_{Y_1} \left( \varphi \left( b_2 y + b_1 \right) \right) f_{Y_2} (y) dy \).

We compute the components of the integral of the above expression. The first component (the cumulative distribution function of \( Y_1 - F_{Y_1} (\cdot) \) based on [7] is

\[ F_{Y_1} \left( \varphi \left( b_2 y + b_1 \right) \right) = \frac{1}{\varphi \left( b_2 y + b_1 \right) + 1} \left( \frac{1}{y} + 1 \right)^{-1} \] (38)

\[ \left( \frac{1}{\varphi \left( b_2 y + b_1 \right) + 1} \right)^{-1} = \frac{1 + \varphi \left( b_2 y + b_1 \right)}{\varphi \left( b_2 y + b_1 \right)} \] (39)

The remaining component (the probability density function of the cumulative distribution function of \( Y_2 - F_{Y_2} (y) \) is the gradient of \( F_{Y_2} (\cdot) \) [7]:

\[ F_{Y_2} (y) = \frac{1}{1 + y} \] (39)

We have the outage probability at the SU1 after replacing the components in the expression \( P_{out,SU1} \) with Eq. (38) and Eq. (39):
\[ P_{\text{out},SU1} = 1 - \int_0^\infty \frac{1}{\lambda} \left(1 + \frac{1}{y} + 1\right) dy = 1 - \int_0^\infty \frac{1}{\lambda} \left(1 + y + 1\right) dy \] (40)

According to [29]:

\[ \int_0^\infty (\beta + x)^\gamma (x + \gamma)^\alpha dx = \beta^\gamma \gamma^\alpha \Gamma(\alpha + 1) \Gamma(\gamma + 1) / \Gamma(\alpha + \gamma + 1) \] (41)

where \( \nu = 1, \beta = \frac{b_2 \rho_a + \rho_a + \lambda}{b_2 \rho_a}, \mu = 1, \vartheta = 2 \).

\[ \frac{(m-1)z^{n-1}}{(z-1)^2} \int_0^{\frac{z-1}{z}} \frac{z-1}{z} \frac{m-k}{m-z} \] (44)

\[ \frac{(m-1)z^{n-1}}{(z-1)^2} \frac{z-1}{z} \log(1-z) = 2 \frac{z^2 + \rho_a}{2z + \rho_a} \] (45)

\[ P_{\text{out},SU1} = 1 - \frac{1}{2} \left( \frac{\rho_a}{2z + \rho_a} \right)^2 \left( \frac{z^2 + \rho_a}{2z + \rho_a} - 2 \right) \left( \frac{z^2 + \rho_a}{2z + \rho_a} \right) \] (46)

\[ \] (47)

The user SU2: for the outage probability for the SU2 is [7]:

\[ P_{\text{out},SU2} = P(\text{O}_{SU2} \cup \text{O}_{SU2}^c) \] (47)

In this case, \( \text{O}_{SU2} \) is the event where the R can not decode the signal \( x_2 \), \( \text{O}_{SU2}^c \) is the event where the SU2 can not decode \( x_2 \).

Specifically, the outage probability for SU2 can be described:

\[ P_{\text{out},SU2} = F_z(x_2) = P\left( \frac{c_0 x_1}{c_1 x_1 + c_2 x_2 + 2\rho_o} < z \right) \] (48)

with \( \rho_o = I_{\text{th}}/\sigma_n^2 \). Eq. (40) can be rewritten as

\[ P_{\text{out},SU1} = 1 - \frac{1}{2} \left( \frac{\rho_o}{2z + \rho_o} \right) \] (42)

where \( \beta F_1 \) is the hypergeometric function and has the value based on [30]:

\[ \frac{(m-1)}{(z-1)^2} \int_0^{\frac{z-1}{z}} \frac{z-1}{z} \log(1-z) \] (43)

Component 1 and Component 2 in the right of Eq. (43) are calculated by Eq. (44) and Eq. (45). Combining Eq. (43) – Eq. (45), Eq. (42) becomes Eq. (46).
where the cumulative distribution function of $X_j - F_{X_j}(\cdot)$ [7] is

$$F_{X_j}(z) = P\left( X_j \left( c_0 - z \right) < z \left( c_1 X_j + \frac{2}{\rho_{th}} \right) \right)$$

$$= \int_{0}^{z} \frac{\rho_{th} (c_0 - z) x + 2}{\rho (c_0 - c_1)} f_{X_j}(x) dx \quad 0 < z < c_0/c_1$$

$$= 1 - \int_{0}^{z} \frac{\rho_{th} (c_0 - z) x + 2}{\rho (c_0 - c_1)} f_{X_j}(x) dx \quad z > c_0/c_1$$

The remaining component (the probability density function of $X_j - f_{X_j}(y)$) is the gradient of the cumulative distribution function $F_{X_j}(\cdot)$ [7]:

$$f_{X_j}(x) = \left( \frac{c_1}{x} + 1 \right)^{-N_f}$$

with $c_1 = \frac{\rho_{th}}{2}$

$N_f$ and $N_T$ are the number of the relay R’s receive and transmit antennas. After replacing Eq. (50) and Eq. (51) with Eq. (49), we have the outage probability of SU2 is

$$P_{out,SU2} = \begin{cases} \left( \frac{c_1}{\theta_2} + 1 \right)^{-N_f} + \left( 1 - \frac{c_1}{\theta_2} \right)^{-N_f} \times \\
\int_{0}^{c_0/c_1} \frac{\rho_{th} (c_0 - z) x + 2}{\rho (c_0 - c_1)} e^{-x} dx, \quad \theta_2 < a_2/a_1 \\
1, \quad \theta_2 > a_2/a_1 \end{cases}$$

IV. PROPOSED METHOD

We solve problem Eq. (28) with constraints from Eq. (29) to Eq. (32) using the CVX method. Secondly, another technique is involved the orthogonalization of the transmitted beam vector of the relay to devices such as the PU or the SU1. It should take into account the interference of the PT and the self-interference matrix at the relay while enhancing the rate to SU2 based on idea from [28]:

$$\text{max}_{w_{TR}} w_{TR}^H h_{ST,R}$$

The constraints with the transmit relay beamforming is

$$\begin{bmatrix} h_{R,PU}^H & h_{R,SU1}^H \end{bmatrix} w_{TR} = 0$$

Moreover

$$\text{max}_{w_{TR}} w_{TR}^H h_{ST,R}$$

The constraint with the receive relay beamforming is

$$\begin{bmatrix} h_{PT,R}^H & H_{R,R} w_{TR} \end{bmatrix} w_{RR} = 0$$

Thirdly, a method, called the Transmit Zero Forcing (TZF) [7], is used to maximize the below formula:

$$\text{max}_{w_{RR}} \left| h_{R,SU2}^H w_{TR} \right|^2$$

With condition:

$$h_{ST,R}^H H_{R,R} w_{TR} = 0$$

From (57) and (58), we obtain

$$w_{T,R} = \frac{B h_{R,SU2}^H}{B h_{R,SU2}}$$

where

$$B = I - \frac{H_{ST,R} h_{ST,R}^H H_{ST,R} H_{ST,R}}{\left| h_{ST,R}^H H_{ST,R} \right|^2}$$

The proposed method we use is the beams book, where the number of beam sets equals the number of antennas. This faster method to find the optimal transmit beam at the R is choosing one more productive beam of the two beams if the two transmit antennas are utilized [29]. If the number of antennas is larger, for example, 4, we can use a hierarchical search to find from the two beams of the first layer a better beam to increase the maximum speed from the relay to the SU2, for example, beam 1. We will split beam one into two sub-beams, one of which makes the SU2’s speed higher to be selected as the final optimal transmit beam [31]. The larger the number of antennas, the larger the number of beams in the beams book. The beam width is narrower, making the relay more likely to direct the beam to the SU2, and it will be more difficult to interfere with the PU and the SU1. This system uses a set of beams with different beam widths for each layer to make beam generation more detailed. In addition, between the relay and the far, near secondary and primary users, it is necessary to have a feedback channel to ensure that the relay can know the location of these users. The relay can select beams and their layer index in the hierarchical book of beams.

V. SIMULATION

We can use the diagram in Fig. 1 to perform simulations in the four cases mentioned above. Initial assumptions: $\lambda = 0.01$ m; the PT, the ST, the SU1, and the SU2 are all equipped with one antenna; the R is equipped with two transmit and receive antennas, in which the distance between the two antennas: $s_r = s_a = 0.5$ m.
\[ \angle \text{ST} \_ \text{SU1} = 286.5^\circ, |h_{\text{ST} \_ \text{SU1}}| = 1 \]
\[ \angle \text{PT} \_ \text{R} = -45^\circ, |h_{\text{PT} \_ \text{R}}| = 0.25 \]
\[ \angle \text{ST} \_ \text{R} = 0^\circ, |h_{\text{ST} \_ \text{R}}| = 0.5 \]
\[ \angle \text{R} \_ \text{PU} = 45^\circ, |h_{\text{R} \_ \text{PU}}| = 0.25 \]
\[ \angle \text{R} \_ \text{SU2} = -45^\circ, |h_{\text{R} \_ \text{SU2}}| = 0.5 \]
\[ \angle \text{R} \_ \text{SU1} = 206.5^\circ, |h_{\text{R} \_ \text{SU1}}| = 0.5 \]
\[ \angle \text{ST} \_ \text{PU} = 26.5^\circ, |h_{\text{ST} \_ \text{PU}}| = 0.25 \]

We simulate the outage probability for the near user SU1 Eq. (40), using beamforming vectors in 4 cases: the CVX, the idea from [28], the TZF beamforming, and finally, the proposed hierarchical beam search (Fig. 2 (a) for beams and Fig. 2 (b) for the outage probabilities).

In the case of calculating the outage probability at the SU2, Fig. 3 describes the relationship between the outage probability and the transmit power of the ST in the above cases. The equation for the outage probability is from Eq. (48).

If we look at the two figures above, we can see that the conventional method of the article [28] or the TZF method has an outage probability higher than the proposed method, not only at the SU1 but also at the SU2. The proposed method has a slightly higher outage probability than the CVX method. This is because the number of beams created from the number of antenna elements is not high (the number of transmitting antennas of the relay is 2). Hence, its beamwidth is not narrow enough to guarantee a lower error probability. However, the beam search in the proposed method will be much faster than the CVX method.

The new method uses a finite number of beams, whereas CVX selects beams among many beams (that makes the CVX more complex than the proposed method), resulting in longer beam search times.

On the other hand, CVX is an ideal case, so the new method can still achieve a low outage probability like CVX if the beams in the new method are chosen to coincide with the beams of CVX. If we make the beam width smaller in the new method, we can get the OP at SU1 equivalent to CVX. The new beam is described in Fig. 5.

When we have the beam on, we see the outage probability is equivalent to the case CVX. It is illustrated in Fig. 6.

**VI. CONCLUSION**

The article explores the application of the book of beams and the hierarchical search algorithm in the 5G
system consisting of the combined primary and secondary network. Using the proposed beams beam method reduces the productive beam finding time and, simultaneously, can create a low outage probability compared with other methods. This helps to optimize the beams beam generation at the relay, which provides quality assurance for the far users while not affecting the performance of the primary or the near secondary users. Deploying the relay combined with the beams book using the multiple antennas is seen as a goal in the future when high-speed multi-user services are provided.
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