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Abstract—Encryption techniques have become most 

important in the digital world. Advanced Encryption 

Standard implementation enhances security. In this 

proposed work, advanced encryption standard 

implementation is done on field programmable gate array 

through minimum resource utilization. Experimental results 

obtained gives area-efficient, high-throughput hardware 

structure. To achieve a high throughput rate and minimize 

resource allocation, parallel-pipeline design and data 

forwarding mechanism with optimized S-box is proposed. 

Comparison between proposed work and existing work 

shows that this optimized implementation gives reduction in 

resources and increase in throughput. Proposed method 

achieves throughput of 97.11Gbps and efficiency of 85.18 

Mbps/slice.  

Index Terms—Field programmable gate array, avalanche 

effect, throughput 

I. INTRODUCTION 

With the advancement of technology, data protection 

have become one of the most important concern for 

communication systems in order to avoid deception. 

Preventing confidential information manipulation and 

unauthorized access to data is a high priority. Encryption 

technique is essential in data security because it protects 

against known threats and reduces the chance of 

information theft. The Advanced Encryption Standard is 

most extensively used symmetric key encryption 

techniques for securing data [1]. 

AES algorithm is used in wide range of applications 

which includes light fidelity network environment [2] 

smart grids [3] communication [4], defense [5], 

networking, social medias, E-banking, cloud computing 

[6], [7], healthcare [8], internet of things systems [9], [10]. 

Advanced encryption standard implementations can be 

divided into two categories as software and hardware. 

Hardware implementation of AES gives more physical 

security and speed. Software implementation achieves 

less throughput than hardware implementation. So it 
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leads to high power requirement. So it is not suitable for 

constrained nodes. Field Programmable Gate Arrays 

(FPGAs) are suited for cryptographic algorithm 

implementation. They are reconfigurable and provide 

both time and cost effective solutions. Furthermore, field 

programmable gate arrays offer significantly improved 

speed capability. As modular arithmetic is done more 

efficiently in FPGAs, they are advantageous for 

implementing cryptanalytic attacks [11]. Application 

specific integrated circuits has a long development cycle, 

and significant computational expenses whereas FPGAs 

provides high security, high speed and flexibility [12]. 

Advanced Encryption Standard is a symmetric block 

cypher with a 128-bit data block and 128, 192, and 256 

bit variable key sizes. AES is an iterative technique that 

works using a symmetric square matrix, commonly 

known as a state. The message is organized by the state. 

AES consists of main four modules as substitution bytes, 

shift rows, mix column and add round key [13]. In 

substitution module each entry in the state array is 

replaced with an element from the s-box by the 

substitution operation. The s-box is usually made of 

GF(28), which is meant to protect against all threats. The 

S-box is invertible and is obtained by performing two 

transformations: first, a multiplicative inverse in GF(28) 

with element 00 mapped to itself, and then an affine 

transform over GF(28). It can also be implemented as an 

S-box, which is a look-up table with pre-computed values. 

Many researchers are focusing on design of efficient s-

box as cipher text obtained is mainly dependent on S-box. 

Shift row transformation implies cyclic shift which helps 

in creation diffusion. Mix column process uses 

polynomials over GF(28). It is multiplied by modulo and 

fixed polynomial. Add round key module gives round key 

on which XOR operation with the state is done. As 

Advanced Encryption Standard algorithm is used 

extensively, it is necessary to perform optimization 

process on it. If optimization is not done it makes the 

process more time consuming and hence increases the 

network use, power consumption, and delay in the 

network. Existing security systems employ one or two 

attributes at a time for optimization, hence low security 

and more time consumption to encrypt the data is 

observed. The algorithm therefore should incorporate 
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more attributes for optimization process. Hence proposed 

efficient algorithm aims at optimization of round and 

substitute byte both, which helps to achieve high 

throughput and less time consumption. The main 

contribution of this paper is to provide efficient 

implementations of AES algorithm on FPGA. Proposed 

method aims at designing of optimized AES modules by 

considering optimal use of resources. By using pipelining 

method and optimized modules implementation of 

proposed method gives significant improvement in 

throughput and efficiency. 

The remaining paper is organized as follows. Section II 

summarizes literature study related to implementation of 

AES. Section III presents the optimization and resource 

mapping approaches for the AES algorithm 

implementation. Section IV discusses the experimental 

results and comparative analysis based on obtained 

parameters. Section V of the paper concludes with a 

summary of the work. 

II. RELATED WORK 

As AES is suitable for wide range of applications, 

exploration of various architecture based on different 

modules is done. Recently multiple FPGA 

implementation have been proposed. Author had 

proposed new positive polarity reed Muller (MPPRM) 

architecture as using combinational logic circuitry for 

implementation substitute bytes and Inverse Substitute 

bytes transformation [14]. It reduces hardware 

requirement. FPGA devices Kintex 7, Spartan 6, Virtex 5, 

and Virtex 6 are used for implementation by the author. 

However key expansion architecture which minimize the 

time consumption during key generation is not proposed 

in this work. Modification in AES process is done by 

author by combining add-round key and shift-rows a, for 

the first nine rounds. Shift-rows function is not added in 

last round. Xilinx XC5VLX85-FF676-3 device is used 

for implementation. But lower throughput is reported in 

this work. [15]. Author proposed composite field 

arithmetic based S-Box operation. Pipelined S-box which 

is MUX based gives balance between area and 

throughput. The structure is implemented on the FPGA 

Vitex-4 device. [16]. For IoT application lightweight 

AES is required so optimization of S-Box is done by the 

author. Also inside state register shift-row operation is 

embedded. To reduce power consumption clock gating in 

different blocks is used. Virtex 5 device is used [17]. 

Modification in the subkey generation architecture is 

done by the author to increase the speed of key 

generation process. The proposed architecture is 

simulated and is implemented in FPGA virtex 5 

XC5VLX50T. FPGA is used because it is a 

reconfigurable device and it gives better results [18]. 

Reduction of finite field GF(28) into GF(24) is proposed 

by author. However further time consumption can be 

reduced by implementing the pipelined architecture by 

the author. This process of reduction the finite field helps 

in simplification of both the software and hardware 

design. Improvement in speed up the process of 

generating and looking up the entries of the S-box and 

inverse S-box is obtained [10]. Author proposed a key 

generation block based on the PN Sequence generator to 

generate the initial key. The key does not need to be 

applied externally. But pipeline method is not proposed 

by author. The implementation of AES algorithm with 

modified S-box values using Spartan6 XC6SLX150-

3FGG900 FPGA [19]. For improvement of security and 

reliability author had proposed AES round architecture 

into three parts and two pipelines registers are added in 

between. Fault injection simulations are done here. 

Implementation done on Virtex 5 using Xilinx integrated 

synthesis environment 13.4. However compared to the 

conventional AES, without fault detection system 

architecture, the throughput is lower [20]. Author had 

focus on fast processing of AES for IoT devices. In this, 

the AES algorithm is implemented on Spartan-6 and 

Virtex 6. Spartan 6 provides better throughput and less 

time delay which is helpful for IoT devices. Lower 

throughput of 1.44 Gbps and 1.99 Gbps for Virtex-6 and 

Spartan-6 respectively is reported in this work [21]. 

Author had used efficient multipliers in GF(28). Full 

pipelining technique is proposed. However high power 

consumption is reported. High-throughput AES synthesis 

in ECB mode using Virtex-5 (XC5VLX85-FF676-3) and 

Virtex-6 (XC6VLX240T-FF784-3) is done [1]. Many 

researcher contributes for S-box for optimization of AES. 

Composite field arithmetic is used for S-box 

implementation, but proposed mix column transformation 

using vedic multiplier is complex [22]. S-box based on 

residue prime numbers gives optimization in resource 

utilization [23]. Galois field exhibits rotational symmetry 

property which is used by author for S-box optimization. 

N-bit Boolean function masking Methodology is used for 

Masked AES, but design is not suitable for high 

throughput [24]. Author had implemented combine 

design of S-box and inverse S-box which enhances the 

area efficiency, however other transformations are not 

highlighted. Author had proposed balanced and pipelined 

architecture implementation using Virtex-6 

XC6VLX240T and ASIC [25]. 

III. PROPOSED METHODOLOGY 

Implementation of efficient AES is proposed in this 

work. Parallel pipeline architecture and optimization of 

S-box is done to achieve high throughput. Simulation, 

synthesis and implementation is done using Vivado 

2017.4 and Active Aldec-HDL. For implementation 

FPGA virtex 5, virtex 7 is used. Lastly comparative 

analysis of previous work and proposed work is done 

considering various constraints. 

A. Complete Parallel Pipeline Architecture 

Making partition of circuit and placing the latches at 

partition edge gives pipeline of data path. Parallel 

processing and pipelining maximize the throughput. In 

proposed method each round is considered as a pipeline 

stage. By using registers at appropriate positions the 
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critical path is divided into multiple blocks. Fig. 1 shows 

proposed structure of one round. The registers in the 

architecture are utilized to store the current output of the 

round that is currently being run. Instead of transferring 

the results of each round to the subsequent, we use a 

register that serves as a bypass or an internal register to 

go around directly. Because value of the current round is 

kept in the register, and the following input for the round 

can be given as soon as the output is at its current level. 

And the register is used to provide the input for the 

following cycle, preventing the two rounds without 

emerging into direct interference. In the iterative looping 

design, this is not feasible because the next input can only 

be provided once the entire round-based processing is 

complete because the same hardware is utilized 

repeatedly to obtain the encrypted text. Thus, the 

pipelined architecture enhances the speed of execution. 

As first pipeline stage process is substitute byte, in our 

proposed work optimization of this process is done. 

Instead of using Galois field use of residue prime 

numbers for LUT is done. In Galois field based Substitute 

box LUT consists of 256 values whereas proposed LUT 

needs only 129 values. Thus reduction in resource 

utilization is achieved 

 
Fig. 1. Proposed pipeline structure of one round of AES. 

For 128 bit AES 10 rounds are used. Each round 

carries modules as sub byte with seed value function, 

shifting of rows, mixing of columns and round key 

generation. The FPGA device's high-performance 

embedded memory blocks are employed to support the 

subbytes and inverse subbytes operations. To support the 

mix columns and inverse mix columns operations, 

hardware multiplication units are implemented in each 

data stream as shown in Fig. 1. Pipelining is created from 

a traditional combinational design. This is accomplished 

through the use of a loop unrolled architecture and the 

logging of intermediate data in between rounds. As data 

is processed in a continuous manner, the speed of 

execution increases in the proposed method. At each 

clock cycle pipelining allows to receive input and pass it 

to next stage of pipeline. Each pipeline round consist of 

substitute byte, shift rows, mix column, add round key, 

and key expansion operations. In first stage first operation 

reads data from the memory which is partitioned. After 

processing it is given to next stage via register. Register 

implementation for pipeline is as per Fig. 2. 

 

 
Fig. 2. RTL schematic of implemented module. 

 
Fig. 3. Key expansion module. 

Plain text 

Round key 

Sub byte seed function 

shift rows 

Add round key 

Input key 

REG 

Mix column 

Cipher text 

REG 

REG 

REG 
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Fig. 4. Round structure of proposed method. 

 

Last stage is add round key which reads data from 

register and key from partitioned memory. Key expansion 

module implementation is as shown in Fig. 3. Add round 

key is the last pipeline stage that reads data from register 

and key from memory. RTL schematic obtained in 

Vivado 17.4 is shown in Fig. 2. Structure of each round 

obtained is depicted in Fig. 4. 

B. Efficient S-Box Using Residue Prime Numbers 

S-box is a key element of AES, which have huge 

impact on resource utilization. To optimize design further 

S-box optimization is proposed. In most of existing 

methods Galois field method is used for S-box. Whereas 

in proposed method residue prime system is used 

Reduction in LUTs are done by residue prime number 

system. For S-box record only number or its inverse is 

considered. It results in reduction of 12.42% LUTs as 

compared to previous work. It also results in less memory 

usage and minimal delay is required. To achieve more 

confusion seed value function is used on each entry of S-

box.  

IV. RESULTS AND DISCUSSIONS 

A. Throughput and Efficiency Analysis 

FPGA implementation of proposed system is carried 

out using XC5v1x30ff324 and 7vx330ffg1157. Xilinx 

ISE design suite 14.7, Aldec HDL and Vivado 17.4 is 

used for completion of very large scale integration design 

flow. Total usage for XC5v1x30ff324 device in terms of 

number of slices is 1140 out of available 19200 (5%). 

Memory usage is 322904 KB. 7vx330ffg1157 device 

occupied total number of slices 2472 which leads to only 

1% utilization of available slices. Simulation is as shown 

in Fig. 5. 

 
Fig. 5. Simulation output waveforms. 

TABLE I: COMPARATIVE ANALYSIS OF PROPOSED DESIGN WITH OTHER EXISTING DESIGNS 

Design  Device Bits Frequency 

(MHz) 

Crit. 

Path (ns) 

Throughput 

(Gbps) 

Slices Efficiency 

(Mbps/Slices) 

[26] XC7VH870 128 231.7 5.025 0.479 1425 0.336 

[15] XC5VLX85 128 622.4 - 79.7 5974 13.3 

[27] 5AGTD3 128 - 3.88 33.015 1541 13.07 

[28] XC5VLX85 128 704.7 1.42 90.4 2940 30.74 

[29] XC5VLX330 128 533 11.74 3.8 -- - 

[30] XC6VLX240T 128 319.29 - 40.869 9071 4.51 

[13] XC6VLX240T 128 617.627 - 60.29 2252 26.77 

[20] XC5VFX70T 128 371.614 - 1.534 1604 0.959 

This work 7vx330ffg1157 128 716.076 1.396 91.69 2472 37.091 

This Work XC5v1x30ff324 128 758.495 1.318 97.11 1140 85.18 

 

Major Significant metrics for evaluation of encryption 

techniques are frequency, Throughput and efficiency. 

Throughput is calculated as (1) or (2), and (3) is used for 

efficiency calculation. 
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number of generated output bits
Throughput

critical path delay
     (1) 

output bits
Throughput

1 maximum frequency
                    (2) 

throughput of design
Efficiency

total area(number of slices)
              (3) 

For proposed design number of generated output bits is 

128. Throughput and efficiency achieved for 

XC5v1x30ff324 device is 97.11 and 85.18 respectively. 

For 7vx330ffg1157 device throughput and efficiency 

obtained is 91.69 and 37.091 respectively. Table I gives 

comparative of proposed design with other existing 

designs based on synthesis results. As per Fig. 5 

comparative analysis shows that our proposed design 

archives highest throughput and efficiency. Due to 

pipeline structure and optimized S-box design it is 

possible to achieve better performance. Constrained 

nodes are used in internet of things. Such nodes mainly 

concern with less resource utilization and critical path 

delay. As per analysis shown in Table I, proposed method 

gives minimum critical delay and less slice usage. Hence 

proposed method is suitable for constrained nodes in IoT 

systems. 

 
Fig. 5. Performance based on throughput and efficiency. 

B. Avalanche Effect Analysis 

Performance analysis of AES is done based on 

avalanche effect and Strict Avalanche Criterion (SAC). 

Avalanche effect finds diffusion and confusion property. 

It is calculated as change in output for one bit change in 

input. If avalanche effect is more than 50% then it 

satisfies the strict avalanche criterion.  

number of flipped bits
Avalanche effect

total number of bits
          (4) 

Table II gives avalanche test result for change of 1 bit 

in plaintext input while key kept constant. It shows that 

average avalanche effect of proposed method is 58%. 

Hence proposed method is exhibiting strong 

characteristics to prevent linear and differential attacks 

and significantly satisfies strict avalanche criterion. 

C. National Institute of Standard and Technology (NIST) 

Test Validation by Runs Test, Frequency Test and 

Non-Overlapping Template Matching Test  

Frequency test: This test finds closeness of bits. In a 

data block of N bit it measures number of zeros and ones. 

If frequency is approximately N/2 then it satisfies 

frequency test. In proposed method block size is 128 bits. 

Total count of ones and zeros are 65 and 63 respectively. 

Thus it passes frequency test 

Runs test: This test verifies, whether the runs of 1’s 

and 0’s of different lengths are within the acceptable 

range as set by NIST for any random sequence. 

Probability of obtaining results P-value determines 

randomness of output values. P-value is probability of 

obtaining a test statistic as larger than the one observed if 

the sequence is random. Comparison of P-value with 

significance value of α is done. Significance value 0.05 is 

considered satisfactory by NIST. Statistical analysis for 

run test is given in Table III. 

TABLE III: STATISTICAL ANALYSIS OF RUN TEST 

No of 

bits 

Sample 

Mean 

Number of 

Observations 
Number of Runs P-value 

N K ≤ K >K Observed Expected 
0.891 

128 0.554688 57 71 65 64.23 

 

Null hypothesis (H₀ ) is the order of the data is random 

while alternative hypothesis (H₁ ) is the order of the data 

is not random. If P-value is less than or equal to α then 

the order of the data is not random (reject Ho). The 

decision is to reject the null hypothesis and conclude that 

the order of the data is not random. Alternatively if the P-

value is greater than the significance level, the decision is 

to fail to reject the null hypothesis which cannot conclude 

the order of the data is not random. In proposed method 

P-value obtained is 0.891, which clearly shows that 

randomness is observed in output data. 

TABLE II: AVALANCHE TEST RESULTS 

Test Key Plaintext  Ciphertext Avalanche 

effect 

1 0f470caf15d9b77f71e8ad67c9
59d698 

0189fe7623abdc5445cdba3267ef9810 ff0869640b53341484bfab8f4a7c43b9 55.46 

0189fe7623abdc5445cdba3467ef9810 c3cb1e8d4bbd2d415f03c9c63dce3f62 

2 0f470caf15d9b77f71e8ad67c9

59d698 

0189fe7623abdc5445cdba3267ef9810 ff0869640b53341484bfab8f4a7c43b9 54.68 

0189fe7623abdc5445cdba3267ef9010 278da302d4fdd6acce1506266e0ca456 

3 0f470caf15d9b77f71e8ad67c9
59d698 

0189fe7623abdc5445cdba3267ef9810 ff0869640b53341484bfab8f4a7c43b9 53.125 

0189fe7623abdc5445cdba3267ef1810 ebcab49637969b316a68a998e040fd80 

4 0f470caf15d9b77f71e8ad67c9

59d698 

0189fe7623abdc5445cdba3262ef9810 fb63cc8eb3cb735e61fae2a12e73e5d1 60.156 

0189fe7623abdc5405cdba3267ef9810 7c872c3aca27b67da6d1aafc9335182f 

5 0f470caf15d9b77f71e8ad67c9

59d698 

0189fe7623abdc5445cdba3262ef9810 fb63cc8eb3cb735e61fae2a12e73e5d1 54.68 

0189fe7623abdc0445cdba3267ef9810 3f2e4c97ee7c1a11057ce9775a3509cc 

 

Non-overlapping template matching test: occurrences 

of non-periodic pattern is detected by this test. For 

searching N bit Patten n bit window is used. P-value is 

calculated as per below equations 

50

International Journal of Electrical and Electronic Engineering & Telecommunications Vol. 12, No. 1, January 2023



( 1)

2n

N n


 
                              (5) 

2

1 2 1

2 2n n

n
N

 
  

 
                          (6) 

2 w 





                                      (7) 

2

gmac-value ,
2 2

M
p i

 
  

 
                       (8) 

where µ is the mean, N is the length of block, n is the 

Window size,  is the reference distribution, Igmac is the 

incomplete gamma function, and w is the matching 

weights. For calculation of P-value based on above 

equations, different block sizes and window sizes are 

considered for this test. Average P-value obtained for 

proposed method is 0.257. As obtained P-value is greater 

than 0.01, it states that data is random in nature. 

Overlapping template matching test: occurrence of n-

bit pattern is calculated in this test. Different output 

pattern of proposed method is tested to find P-value. The 

search for matches proceeds by generating m-bit window 

on the sequence, comparing the bits within that window 

against m bit template for matching and incrementing a 

counter when there is a match. P-value obtained for this 

test is 0.51. As it is more than 0.01, it clearly indicates 

that randomness is observed in the output data. 

V. CONCLUSION 

Proposed AES based on pipeline structure and 

optimized S-box provides high throughput and efficient 

encryption technique. FPGA implementation proved that 

less area is used and delay is also reduced significantly, 

which makes this system valuable for constrained nodes. 

Effectiveness of design is evaluated using avalanche 

effect and SAC. Significant increase in avalanche effect 

is obtained and strict avalanche criterion is achieved 

effectively. Design is validated using NIST validation 

tests, which proves that randomness factor is achieved. 

Resource utilization is also reduced as for 7vx330ffg1157 

only 1% number of slices from available slices are used. 

For XC5v1x30ff324 device throughput of is 97.11Gbps 

and efficiency of 85.18 Mbps/slice is achieved with 

maximum frequency of 758.495 MHz. We plan to extend 

our work for ASIC synthesis flow with Cryptanalysis 

performance. 
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